
Lightweight Client-driven Personalized
Multimedia Framework for Next
Generation Streaming Platforms

A dissertation submitted to the department of Computer Engineering and the committee on
graduate studies of Gachon University in partial fulfillment of the requirements for the

degree of Doctor of Philosophy

IT Convergence Engineering June 2021

 

        
    

    
   

Ghulam Mujtaba

     Advisor: Prof. Jaehyuk Choi
Co.Advisor: Prof. Eun-Seok Ryu

Department of IT Convergence Engineering
  Gachon University





Lightweight Client-driven Personalized Multimedia Framework for
Next Generation Streaming Platforms

Ghulam Mujtaba

Streaming platforms employ centralized server-based personalized multimedia content generation
technologies to overcome information overloads and browse an ever-growing video collection on the
internet. The advantage of these techniques is that all information is co-located, such as user data,
video content, and functionalities. However, the lack of transparency in managing and processing users’
data has increased the demand for conversational privacy protection technologies. Additionally, there
are still some incurable issues that need to be handled by server-side techniques such as (i) handling
of secondary/companion devices, (ii) real-time user emotion collection, and (iii) huge computational
load to process all the information in real-time. These issues inspire us to overcome and discover
the feasibility of a client-driven approach that can create numerous personalized multimedia content
while reducing privacy and computational bottlenecks on resource-constrained end-user devices.

This dissertation presents a client-driven personalized multimedia content generation framework
for streaming platforms. The proposed framework can generate several personalized multimedia
contents for feature-length videos on the end-user devices, such as movie trailers, animated GIFs, and
video summaries simultaneously. The state-of-the-art methods that acquire and process entire video
data to generate personalized multimedia are highly computationally intensive. In this regard, the
proposed framework uses lightweight thumbnail containers to handle the complex process of detecting
events parallelly resolving computational and privacy bottlenecks on the resource-constrained end-user
devices. This significantly reduces computational complexity and improves communication (between
server and client) and storage efficiency. These improvements are achieved by extracting features
from thumbnails, which helped select and retrieve just a handful of specific segments. In this context,
the 2D CNN model is designed that can extract features from thumbnails. The framework is designed
to manage a wide range of end-user hardware platforms with heterogeneous computing, networks,
and storage capabilities.

To validate the proposed framework, this dissertation designs and implements three different
client-driven techniques for streaming platforms. The first proposed method is designed to facilitate
and expedite personalized trailers generation in the film-making process. The second proposed method
is designed to generate personalized animated GIFs for full-length sports videos. Finally, the third
proposed method is designed to produce personalized keyshot-based video summaries of different
genres and diverse full feature-length videos such as documentaries, movies, and sports matches.
Extensive quantitative experiments show that the proposed methods are significant computationally
efficient than the state-of-the-art methods on similar client device specifications. To the best of our
knowledge, all three proposed methods are the first-ever client-driven approaches for streaming
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platforms that analyze thumbnail containers to create personalized multimedia content such as a
trailer, animated GIF, and video summary.

Keywords: personalize media, multimedia content, movie trailer, animated GIF, video summary,
thumbnail containers, client-driven, feature-length videos, streaming platforms, OTT media service,
ATSC 3.0, 2D CNN.
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CHAPTER 1
INTRODUCTION

This Chapter provides the background of this dissertation, urgency for new methods to generate
personalized multimedia content, addressing challenges, dissertation research goals, dissertation
contributions, and the outline.

1.1 Background

Every day, new information is appearing on the internet in various applications and domains. Due to
innumerable data and time constraints, it is often challenging for users to find relevant content. Before
the internet era, people had to ask their friends and relatives for suggestions on various items such as
shopping, games, and movies. However, this method of consultation carries the risk of making poor
decisions. Personalized recommended algorithms are adopted in various domains and applications to
alleviate this problem and reduce overall information overload.

In today’s online world scenarios, personalized recommendation algorithms are an influential
part of the user experience and decision-making. Several video service providers (VSPs) use various
server-driven recommendation algorithms to suggest the most relevant content according to the user’s
preferences, as depicted in Figure 1.1. However, it is sometimes very challenging for many users to
find the most relevant media content from recommended data. To overcome this problem in recent
years, VSPs are focusing on server-based personalized multimedia content generation methods based
on the user’s browsing history and personal data [1]. The trade-off for this rapid development comes
in the cost of processing user data, which is being collected on an unprecedented scale by streaming
platforms.

The centralized server-driven personalized multimedia generation techniques are the most promi-
nent in VSPs. The advantage of this is that all the information is co-located, such as users’ data,
video content, and functionalities. However, the lack of transparency in collecting and processing
users’ data has increased the demand for conversational privacy protection technologies. Besides,
server-driven algorithms can be used to explicitly control and influence users’ behaviors and opinions,
which may create divisions between nations based on their opinion [2]. These are some of the factors
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Fig. 1.1 Conceptual architecture of server-driven personalized recommendation algorithm system.

we considered while designing a conversational personalized multimedia generation framework. This
will allow users to control and extract data according to their current mood and interests.

1.2 Motivation

The field of recommendation algorithm applications has exploded over the last decade, making
personalized recommendations ubiquitous. During this time, remarkable developments have been
made in the industry and research community to design various media-recommended applications.
Most enterprise companies like Netflix, Google, Amazon; use several recommendation algorithms
within their services to grow their business in response to user demands. The application domain is
the first factor to scrutinize when designing recommendation algorithms. It is because the application
domain has a significant impact on the algorithmic approach. Based on a particular application domain,
some of the popular recommendation system applications fall into five categories, as shown in Figure
1.2. The core business of several companies now entirely depends on their unique recommendation
algorithms. Each has different challenges in its diverse applications and domains.

According to a recent survey, adults in the United States watch movies for nearly six hours each
day [3]. It makes entertainment applications with recommended algorithms one of the most promising
domains for research. The new advanced methods in the industry are under consideration to support
rapid innovation and provide the best user-personalized experience. We analyzed patent applications
between 1997 and 2018. The leading target technologies used by most well-known companies are deep
learning-based personalized recommendations, scene understanding & annotation, viewer emotion
recognition, media information, video clip extraction, 5G/ATSC 3.0/TV, and client-driven technology.
Figure 1.3 depicts the leading companies currently considering these technologies in the entertainment
application domain to design personalized multimedia recommendation algorithms.

In a real-time application scenario, the viewer may have different interests even for the same
video. Therefore, personalized multimedia generation techniques have become significantly important.
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Fig. 1.2 The most common personalized recommendation applications in five domains.

Real-time user emotions, preferences, and companion device processing are a few influential elements
of future internet-based video streaming services to generate media content. Meanwhile, server-driven
methods are the most common solutions in the entertainment industry. It can be demanding to keep
a server-side solution responsive in real-time with limited computational resources while serving
numerous concurrent users. There is great urgency to design new lightweight personalized multimedia
generation technologies to overcome all these challenges and support rapid innovation and demand.
The following section summarizes the objectives and challenges based on reviewed target technologies
for streaming platforms.

1.3 Challenges and Objectives

Click-through rate (CTR) is an influential metric for newly broadcast videos on streaming platforms.
There is a strong correlation between customized multimedia content (i.e., trailers, artwork, summaries,
and animated GIFs) and personalization, which results in higher CTR [4]. However, multimedia
content (trailer) is currently being generated in the universal structure on streaming platforms [1].
Users may not like a particular trailer if it does not match their interests. This can cause users to

Fig. 1.3 Leading companies that are developing targeted technologies.
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skip videos, which can significantly reduce the CTR of the corresponding video, leading to financial
damage. Due to the recent popularity of personalized multimedia content on streaming platforms,
there is enormous demand for new methods that can generate multimedia content based on user
preference while using minimal computing resources.

The centralized server-driven techniques are under consideration to automate personalized mul-
timedia content generation to increase the CTR for the corresponding video. The advantage of a
centralized server-driven solution is that all information is in the same place including, users’ data,
video content, and functionalities. However, numerous challenges persist regarding the practical im-
plementation of server-driven solutions such as (i) user privacy, (ii) handling of secondary/companion
devices, (iii) real-time user emotion collection, and (iv) huge computational load to process all the
information in real-time. There are still some incurable issues that need to be handled by server-driven
solutions.

• Generally, a video contains miscellaneous information such as character appearance, motion,
interactions between objects, events, and scenes. Considering that the Frames Per Second (FPS)
of an hour video is 25, the video has thousands of frames. To properly process the entire video
data, extensive computational resources will require using existing approaches [5–7]. As the
length of the video increases, the demand for computational resources will also increase. With
limited computational resources constrained, this is not a viable approach to process the entire
video data, which will increase the overall computational time.

• Previously, the full feature-length videos are segmented into small clips in the personalized
media generation process [8]. This is because extensive computational resources are needed
to store temporal information while analyzing complete feature-length videos. However, the
overall computational complexity increased by adding more processing steps to generate a
summary. Most of the client devices have limited computational resources.

• Video summary is one of the popular multimedia content in streaming platforms. A video
summary provides an instant preview of full feature-length videos such as movies and documen-
taries. However, a personalized video summary with the optimal length maybe not immediately
available to all users. The generation of a real-time personalized video summary with current
approaches will require enormous computational resources [9, 10], even in server-driven
techniques to process user data and the entire video. Besides, user data is collected on an
unprecedented scale during the model training process, and there are serious concerns related
to user privacy in server-driven solutions.

• The flow of user data between end-user devices and servers can grow enormously as the number
of users and their interactions grow. Server-driven solutions can be burdensome to provide
real-time responses with limited computational capabilities to an overwhelming number of
concurrent users while processing all data.
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These are the main aspects that motivated us to design an innovative lightweight framework
that can support a wide range of computational end-user devices. Besides, it can overcome privacy
and computational bottlenecks for resource-constrained devices during the personalized multimedia
content generation process.

1.4 Research Goals

New methods, services, and features are constantly transforming to facilitate the personalized recom-
mendation process. Meanwhile, lightweight personalized multimedia content generation techniques
are nascent. More effective approaches need to be designed to bridge the semantic gap between
video understanding and personalization. This dissertation explores the feasibility of a lightweight
framework that can support and generate several personalized multimedia contents simultaneously.

Most well-known companies use server-driven techniques to provide personalized recommenda-
tions and generate customized media according to users’ interests. However, user privacy is a leading
concern in those techniques because they store and process personal data on servers. This dissertation
discovers the feasibility of a client-driven approach that can enable users to manage their sensitive
personal data while generating personalized multimedia content.

Generally, personalized keyshot-based video summarization methods are used to produce subsets
for short-form videos (i.e., user-generated TikTok and news) or long-form videos (i.e., feature-length
films and soccer matches). Generally, the length of short-form and long-form videos are under 10
minutes and over 10 minutes, respectively [11]. The playback duration of short-form videos is already
concise, so it is impractical and may be ineffective to generate keyshot-based subsets for such videos.
Meanwhile, the playback duration for long-form videos can exceed 90 minutes, particularly for movies
and sports genre videos. Keyshot-based summarization is more practical and effective for such video
categories to give users a quick glimpse. This dissertation explores a new technique to personalize
media for long-form videos.

Traditionally, the video is a combination of continuously moving frames that operate at 25 FPS.
Intuitively, there is a significant amount of redundancy in the frame for any unit second. Considering
that computational resources are limited and expensive. So processing highly correlated frames
will waste a considerable portion of computational resources which is not feasible in real-time
scenarios. This dissertation explores a new, innovative, lightweight framework that can utilize minimal
computational resources of end-user devices during the personalized multimedia content generation
process.

Generating personalized multimedia content requires extensive computing resources. Meanwhile,
end-user devices have limited computational resources. This dissertation explores a new method to gen-
erate personalized multimedia content for resource-constrained devices while reducing computational
bottlenecks.

Most streaming platforms manage video, audio, and other associated content individually for every
corresponding video. Videos are divided and saved in small continuous segments. This dissertation



6 | Introduction

Fig. 1.4 Traditionally, personalized multimedia content is generated while analyzing video data using
server-based techniques. This dissertation proposes an innovative client-driven framework that uses
lightweight thumbnail containers in the personalized multimedia content generation process while
reducing privacy and computational bottlenecks for resource-constrained devices.

explores an efficient method that requires less network bandwidth and local storage during the
personalized multimedia content generation process comparing with previous approaches. Figure
1.4 shows a general overview of the traditional and the proposed personalized multimedia content
generation methods.

1.5 Dissertation Contributions

Generating personalized multimedia content while analyzing entire video content requires enormous
computational resources. Therefore, video content (trailers) is produced using the one-size-fits-all
framework. There is extreme urgency for effective techniques to reduce the computational complexity
and bridge the semantic gap between personalization and video understanding. This dissertation
contributes to the personalized multimedia generation area to reduce that gap. The essential points are
as follows:

• This dissertation proposes a new lightweight client-driven framework that can simultaneously
generate numerous personalized multimedia content such as video summaries, animated GIFs,
and movie trailers. It handles the complex process of detecting personalized events (such as
penalty shoot-outs of soccer videos) from lightweight thumbnails. The proposed framework
uses the computing resources of the client device in the entire process. The framework is
invented to manage a large number of client devices having heterogeneous computational
resources. Figure 1.5 shows a conceptual diagram of the proposed framework. To the best of
our knowledge, this is the first client-driven approach to create personalized multimedia content
using thumbnail containers for streaming platforms.
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Fig. 1.5 This dissertation presents a client-driven personalized multimedia content generation frame-
work for streaming platforms. The proposed method can simultaneously generate diverse personalized
multimedia content, such as movie trailers, animated GIFs, and video summaries for concurrent users.
Instead of processing the entire video data, it analyzes lightweight thumbnail containers throughout the
process that reduces privacy and computational bottlenecks for resource-constrained end-user devices.
Additionally, it reduces the overall computational complexity and makes the proposed approach highly
efficient in terms of computation, communication, and storage.

• In this dissertation, we designed new 2D CNN models that can analyze lightweight thumbnails
and detect personalized events. Quantitative results show that designed models outperformed
previous 2D CNN models.

• Normally, a handful of trailers are produced in the film-making process because they require a
high level of cognitive effort and cost. This dissertation proposes a new framework to alleviates
this problem by facilitating a personalized trailer creation procedure [12]. It handles the
sophisticated operation of recognizing personalized events from lightweight thumbnails in
real-time. Twenty-five western and sports genre films are analyzed to test the efficiency of the
proposed framework. The official trailers are then analyzed in comparison to the ones created
by the proposed framework.

• Animated GIFs are ubiquitous on streaming platforms due to their small size, short length,
and storytelling nature (no audio) [13]. They play a vital and decisive role in the video
selection process. Its ubiquitous adoption and use have increased the demand for the design
of lightweight, personalized GIF generation methods. The innovative client-driven framework
is proposed in this dissertation to advance the research of GIF generation. The proposed
framework uses thumbnail containers and video segments instead of all frames and videos to
analyze personalized events and generate animated GIF. It allows the creation of animated GIFs
within suitable computation time for resource-constrained devices such as the embedded AI
computing device Nvidia Jetson TX2.
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• Personalized video summarization techniques produce a short version of the full feature-length
video that conveys the meaningful segments according to the users’ preferences. Based on
this, viewers can quickly get an overview of the entire story without watching the full video.
However, this feature is not applicable to newly broadcast videos due to the enormous de-
mand for computational resources and user data. This dissertation proposes a new lightweight
client-driven framework that is computationally efficient and requires minimal computational
resources to create personalized video summaries in real-time. Instead of obtaining and pro-
cessing the entire video, it uses lightweight thumbnail containers and segments to generate
a personalized summary for concurrent users. The proposed method is efficient because the
whole video is not processed, stored, and nor transmitted over the network during the process.

1.6 Notations and Definitions

The following definitions are used throughout this dissertation:

• Segment: Seg A video is a combination of sequences of distinct segments Seg (or chunks),
where the duration of each segment is a few seconds.

• Event/Action: Event/action corresponds to certain types of activity, such as penalty shoot-out
in a football match or horse-riding in western movies.

• Thumbnail Container: T hmCon A thumbnail container T hmCon is a collection of thumbnails
extracted from the video. The sequence of all T hmCon covers the entire video length.

• Thumbnail: T hum A thumbnail T hum is obtained from the T hmCon. A single T hmCon has
25 T hum, which is used in the video player to instantaneously preview the video. The number
of T hum in a T hmCon can be varied. However, the number of T hums is fixed to 25 in this study,
which is based on our study on web-based YouTube player.

1.7 Outline

This dissertation is organized as follows: Chapter 2 reviews the most relevant existing techniques
that are relevant to this research. Chapter 3 introduces universal and key modules of the proposed
framework for a personalized multimedia content generation along with the hardware configuration
of the devices used for quantitative experimental evaluations. Chapter 4 presents an innovative
framework to facilitate personalize movie trailer generation process. Chapter 5 introduces the
lightweight client-driven framework for the personalized GIF generation. Chapter 6 introduces
personalized lightweight client-driven keyshot video summarization framework for long-form videos
such as movies and documentaries. Finally, Chapter 7 concludes this dissertation by providing
an overview of the results achieved from the three proposed frameworks and insights into research
challenges that remain to be addressed.



CHAPTER 2
RELATED WORK

Over the last decade, numerous personalized multimedia content generation approaches have been
introduced to mitigate information overload issues and increase CTR. Server-based personalization
multimedia solutions are adopted that can generate media according to the users’ requirements and
their previous activities with the system effectively and efficiently. However, breaches of user privacy
and the enormous demand for computational resources are one of the biggest concerns in server-driven
personalization approaches.

This Chapter first reviews video understanding methods using deep learning approaches. Next,
existing event and action recognition methods from videos and images are investigated. Video summa-
rization methods are then reviewed. The following describes the keyframe and keyshot summarization
approaches. Later, animated GIF generation approaches are analyzed. Finally, we reviewed related
work to summary and trailer generation methods on movies and documentaries, respectively.

2.1 Video Understanding Methods

Understanding videos is one of the most prominent areas of computer vision research. In the context
of the personalized media generation process, detecting shots or events from videos according to
user preferences is a crucial and challenging task. Therefore, analyzing and identifing personalized
events from thumbnails is a critical phase of the proposed multimedia generation method. Here, some
prominent SoA CNN techniques are reviewed. The CNN models have surpassed traditional approaches
in recent works [14–17]. This is because they are very capable and generalized in extracting the
overall features compared to the handmade features. For this, different variants of 2D CNNs and
three-dimensional CNNs (3D CNNs) have been used to analyze pictures. Only spatial operations can
use used on a single picture using 2D CNNs. However, temporal operations along with maintaining
temporal dependencies between the input video frames can be performed using 3D CNNs [14]. In
[15], the researchers used a 3D CNN with a support vector machine (SVM) and an independent
subspace analysis (CNN-ISA) to identify human actions from the video. Similarly, a CNN network
called C3D was used to extract later-fed video features to SVM to identify the action [14]. Unlike
previous methods, another CNN-based SoA event detection approach proposed that used two variants
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Fig. 2.1 A chronological overview of recent SoA representative work in video action/event recognition.

of the stream: the spatial stream and the temporal stream [17]. The video is decomposed into spatial
(RGB representation) and temporal (optical flow representation) components. Later, the frames are
fed to two different 3D CNNs.

2.2 Events Recognition Methods

Event recognition is a common problem in recognizing and categorizing video segments as per
the predefined set of actions or activity classes utilized to understand videos. Figure 2.1 depicts a
chronological overview of recent representative work in video understanding [18]. Most methods
adopt temporal segments to prune and classify videos [19]. Recent researches have focused on
leveraging context to enhance and improve event recognition approaches. Context represents and
utilizes both spatiotemporal information and attention; this helps learn adaptive confidence scores
to utilize surrounding information [20]. The more advanced methods for temporal integration are
frequently using recurrent neural networks (RNNs) and long short-term memory (LSTM) neural
networks to solve motion-aware sequence in learning and activity recognition problems [21, 22].
In this context, a convolutional LSTM network with attention-based mechanisms is proposed to
support multiple convolutional kernels and layers [21]. Attention models have also been used to
improve integrated spatiotemporal information. Recent studies have used two model-based attention
mechanisms within this category of methods [23]. The first is a spatial-level attention model that
determines important areas within a frame, and the second addresses the time-level attention to
identify frames in a video.

2.3 Video Summarization Methods

In recent years, researchers have introduced several techniques for summarizing movies. These
can be broadly classified into two techniques: generalize summaries [24–30] and personalized
summaries [31–34]. The generalized techniques are referred to as approaches that generate the
same summary for all users; in contrast, the personalized techniques generate distinct summaries
for each user corresponding to their preference. Generalized summarization techniques do not use
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user preferences. Instead, they rely on several clues such as subtitles, scripts, and movie formats
with visual and audio features. For example, in [24], documentary videos were summarized using
concept-expansion trees to create a relational graph to describe semantic concepts. Another study [25]
used a liner combination to create summaries; four perceptive models were combined according to
various cues, including contrast, statistical rhythm, motion, and key scenes. In contrast, the perspective
of relationships between the characters in the movie was analyzed rather than the audio-visual features
in [26]. Similarly, in [27], researchers used acoustic segmentation, including the maximum posteriori
probability approach, to identify key characters in the movie. This method can be used to index and
retrieve specific character shots as well as create summaries. In [28], researchers created a movie
summary that only contained lead characters. They used face clustering to obtain these characters
based on their appearance in the movie. The multimodal saliency-based movie summarization scheme
was proposed in [29]. The researchers extracted features from three distinct approaches and combined
them into a multimodal bend curve structure. Six different textual summarization algorithms were
applied to scripts and subtitles of different genres to create summaries of a movie or documentary
[30]. An important contribution of their work is identifying the best algorithm for the specific genre
of a movie or documentary.

The personalized summarization techniques utilize users’ preference-based events, shots, and
features to create summaries. The approach in [31] used short and long-term audio-visual temporal
features to detect sub-stories from movies and to generate a summary whose length could be adjusted
according to user preference. The technique proposed in [32] allows users to select content, type of
different shots, and summary length, and then it generates a personalized movie summary. However,
movie content and user preferences are equated at the feature stage instead of the semantic level. The
emotion of the viewer and their attention was used to create a summary [33]. The mood of the viewer
was identified by their different facial expressions, blinking, and head and eye movements while
watching a video. A summarization technique that relies on user-generated comments was proposed
in [34]. They used real-time comments created by the audience on the timestamps of the movie. The
number of comments showed the excitement of the audience, and the content of the comments gave
the idea of the current scene.

2.4 Keyframe and Keyshot Summarization Methods

Contrary to summarization techniques discussed in Section 2.3 for the movies and documentaries,
several proposed techniques mainly focus on the short and lengthy videos. The methods are categorized
as keyframe [8, 35, 6, 36] and keyshot [5, 7, 9, 37, 38, 10]. In [8] scripts and subtitles of the videos
were mined and later used as semantic information to generate a video summary. The Sequential
Multi-Instance Learning (SMIL) model was trained using synchronized subtitles and the script was
used to find actions in a video. The model uses an action analysis model to cut the video into
clips containing a single action, and for each clip, the model selects frames that are distinguishable
compared to other actions. Reinforcement learning is used to sequentially extract a fixed number
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of keyframes using a time-dependent location, integrate information about the keyframes using a
recurrent neural network, and categorize the video. Perceptual video summary, video browsing, and
video search methods proposed in [35] by extracting low-level features of videos. Gestalt principal
cost function is used to obtain and identify perceptual features such as motion, color, shape, and size
while selecting a frame to summarize the video. Instead of video, summarized keyframes are used
to retrieve and index the video. The automatic video summarization method is proposed in [6] by
extracting spatio-temporal information and inter-frame motion curves using a capsule network. The
self-attention model is used to select keyframes in a video sequence and aggregate all those keyframes
to generate a video summary. Attention mechanisms are used to focus on the information in the
sequence and find important points. All shots are automatically taken from the video and the highest
point of the attention curve in the keyframe as a summary image of the shot is selected. The transition
detection method is applied in frames using cut, crop cut, dissolve, and fade effects. The kernel
blocks sparse subset selection (KBS3) and similarity-based block sparse subset selection (SB2S3)
models used by [36] in the summarization process. The KBS3 model analyzes the local content
similarity of adjacent frames while SB2S3 analyzes the global similarity relationships between frames.
The proposed method can find similarities between frames and can consider one global relationship
between all frames. The block sparsity further considers the local relationship of one of the adjacent
frames.

The keyframe summarization method gives a quick glimpse of the video as a set of images, but
too much valuable information is dropped. The keyshot summarization methods try to overcome
this challenge and provide more informative summaries in the form of videos. In [5] researchers
use aesthetic scoring to change point detection for segmentation from the video. The authors have
used the K-nearest neighbor algorithm for clustering and removing the redundant frames. The
video summarization task is formulated as a sequential decision-making process in [7], researchers
developed a deep summarization network (DSN) to predict a probability for each video frame. The
final summary was generated based on the probability, which indicated how likely a frame was
selected. The sequence-to-sequence network is made of a soft self-attention with a 2-layer fully
connected network proposed in [9], to process the CNN features of the video frames and compute
frame-level importance scores that are used for important fragment selection. A deep side semantic
embedding (DSSE) model by leveraging queries as side information method is proposed in [37].
The DSSE architecture consists of two subnetworks, each with a unimodal autoencoder. One DSSE
autoencoder encodes the video frame input and the other encodes the side information of the text
feature associated with the video. The keyshot summary is generated by minimizing the distance
between the selected video frame and the side semantic information in the latent subspace. The
smaller the distance, the more relevant it is. A supervised-based encoder-decoder network method is
proposed in [38]. It measures the importance of the sequence of video frames and produces a series
of keyshots containing humans as output. The encoder uses bidirectional long short-term memory to
encode contextual information between input video frames. Meanwhile, the decoder is used for two
attention-based LSTM networks to get additive and multiplicative objective functions. The keyshot
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selection model aims to convert a frame-level importance score into a shot-level score and generate a
summary. In [10], researchers embed an Actor-Critic model into a Generative Adversarial Network
(GAN) and select the most important frames from the video. The selected frames are later used to
form the video summary.

2.5 Animated GIF Generation Methods

Animated GIFs, first created in 1987, have become widespread in recent years. Specifically, in [13],
animated GIFs were reported to be more attractive than other forms of media, including photos
and videos, on social media platforms such as Tumblr. They identified some important factors that
contribute to the fascination users have with GIFs, such as animations, storytelling capabilities, and
emotional expression. In addition, several studies [39, 40] have trained models for predicting viewers’
perceptual sentiments toward animated GIFs. Despite the engagement, in [41], it was discovered that
viewers may have diverse interpretations of animated GIFs used in communication. They predicted
facial expressions, histograms, and aesthetic features and compared them to [40] in order to determine
the most appropriate video features for expressing useful emotions in GIFs. Another recent study
[42] used sentiment analysis to estimate text and visual emotion scores for annotated GIFs. From an
aesthetics perspective, in [5], frames were selected by analyzing various objective and subjective
metrics (e.g., visual quality and aesthetics) of video frames to generate GIFs. In a recent study [43],
the authors proposed a client-driven method to mitigate privacy issues while designing a lightweight
method for streaming platforms to create GIFs. Instead of adopting the entire video in the process,
the authors used an acoustic feature to reduce the overall computation time, while using limited
computational resources.

2.6 Video Trailer Generation Methods

The trailer can be very cinematic with post-production features such as sophisticated shot transitions,
background music, and overlaid text [44]. Because of the trailer’s artistic and creative aspects,
specified areas that facilitate the process of producing video (i.e., movie) trailers have generally not
received the same attention as movie summaries and highlights. The study by [45] is the first to
introduce a semi-automated approach to create movie trailers within the human-AI collaboration.
In this study, researchers specifically interpreted the several kinds of emotions from horror films
and selected the best ten moments from feature films to generate movie trailers. In another movie
trailer method [44], authors focus on action genre movies. They specifically investigated the level
of visual movement throughout the film by defining and detecting specific voice cues (voice, music,
silence, etc.) and selected individual sequences to create trailers. In the context of trailer generation
for television programs, researchers focused on identifying the textual correspondence between the
text of the show summary provided by the Electronic Program Guide and the closed captions of the
original video in [46]. Researchers first created a textual summary to create a trailer.





CHAPTER 3
UNIVERSAL MODULES OF PROPOSED MULTIMEDIA GENERATION FRAME-
WORK

The central idea of this dissertation is to propose a client-driven personalized multimedia content
generation framework while reducing computational and privacy bottlenecks. It is invented to with-
stand a different set of end-user resource-constrained devices with distinct computational, storage,
and network capabilities. The proposed framework has two main modules: the HLS client and the
HLS server. The overall primary focus of the proposed framework is on client-driven applications
and implementations. Meanwhile, a cross-platform HLS server is configured locally from an imple-
mentation perspective. Figure 3.1 depicts the schematic illustration of the proposed personalized
multimedia content creation framework.

This Chapter describes the background of HLS, DASH, and CMAF along with the universal
modules of the proposed framework. The universal components are the HLS server, HLS clients, HTPP
persistent connection, and web-based user interface. This Chapter also presents the configuration of
server and client devices used for all quantitative experimental evaluations.

Fig. 3.1 Schematic illustration of the proposed personalized multimedia content creation framework.
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Fig. 3.2 Streaming platforms are employing CMAF to reduce storage, cost, complexity, and latency
on servers. CMAF uses only fragmented ’.mp4’ containers. This cuts the storage on the server in half.

3.1 Background: HLS, DASH and CMAF

The streaming platform services split the video into smaller video segments listed in the playlist file.
The video player is responsible for loading the playlist its associated segments, and repeat until the
entire video is played. The Master Playlist lists can list different playlists, allowing the player to make
dynamic video quality selections and avoid buffering. This allows the video player to identify the
ideal bit rate for the current network and switch from one playlist to another.

Today, almost all streaming videos are compressed using standardized encoding and compress
technologies. Generally, H.264 or H.265 (HEVC) is used for video and AAC for audio. The data is
stored in containers (sometimes called formats) to provide synchronization and general metadata.
HTTP Live Streaming (HLS) and Dynamic Adaptive Streaming over HTTP (DASH) are the most
commonly used for container transferring. HLS wraps or encapsulates data in MPEG-2 (.ts), and
DASH uses MPEG-4 (ISOBMFF) containers. To play each container, the video player needs the same
encapsulation format.

OTT services need to store and encode every video according to HLS and DASH protocols.
Additionally, there is an additional cost to provide HLS and DASH services to users, increasing the
complexity of building and operating these systems. Common Media Application Format (CMAF)
aims to solve these problems by converging on an existing single container format for OTT media
distribution, rather than creating the already existing container format. Adopting CMAF for video
streams significantly reduces cost, complexity, and latency as depicted in Figure 3.2. It also eliminates
the investment associated with encoding and storing multiple copies of the same content.

In this dissertation, we use only the HLS streaming protocol. The main reason is each segment of
the HLS has its header and can be read/modify separately. Meanwhile, the entire DASH video has
only one header, so to read/modify a particular segment, we need to decode/retrieve the video header.
By doing so, the complexity of the system will increase.
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3.2 HLS Server

In the proposed framework, the first main universal module is the HLS server. This module is invented
to support multiple heterogeneous client devices that can download T hmCons and Segs concurrently.
For this purpose, Internet Information Services (IIS) is selected and configured locally in Microsoft
Windows 10. The predominant purpose of choosing IIS is that, it maintains most network protocols
[47]. The videos in IIS are encoded using FFmpeg as H.264/AAC Moving Picture Experts Group
2 (MPEG-2) Transport Stream (.ts) Segs [48]. This reduces potential packet damage and loss in
transmission. Every Seg simulates approximately 10 seconds of playback time of the original video
with consecutive timestamps. Similarly, a list of all corresponding video Segs is saved in a text-based
playlist file (M3U8) according to the Seg playback arrangement.

The HLS server also contains T hmCons along with the Segs of the corresponding video. These
T hmCons are collected individually from the source video using FFmpeg [48]. Every T hmCon has
25 T hums, and the first frame of the video per second is selected as the thumbnail. The sequence
of 25 T hums produces a single T hmCon. T hums are merged into 5×5 according to playtime. A
single thumbnail and T hmCon depicts the playback time of the corresponding video for 1-second,
and 25-seconds, respectively. The entire duration of the source video is covered in sequences of
T hmCons. The size of each thumbnail and T hmCon is fixed at 160× 90 (width× height) pixels
and 800×450 (width×height) pixels, respectively. The size of T hums and T hmCons is fixed after
analyzing YouTube’s web-based player. Figure 3.3 depicts an example of a T hmCon of a video
obtained in the YouTube web-based video player on an end-user device on the left side and a T hum
presenting a specific period on the right side. The following section describes the configuration of
HLS client components.

Fig. 3.3 The sample of Thumbnail container orientation in the left side, and usage of thumbnails for
instant preview in a web-based video player shown in the right side.
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Fig. 3.4 HLS server with segments and thumbnail containers are on the left and source video on the
right that preview a specific time in the user interface.

3.3 HLS Clients

The aim of the HLS client is to generate personalized multimedia content using the computational
resources of client device. In the subsequent section, the universal components of the HLS client are
described.

3.3.1 HTTP Persistent Connection

The personalized multimedia generation process initiates several requests from the user-end device
to the server to obtain T hmCons and Segs. A lucrative HTTP 2.0 persistent connection is adopted in
the process. This allows multiple requests exchange and data returned simultaneously over a single
TCP connection [49]. Open connections are fast for frequent data exchanges because they remain
accessible for HTTP requests and responses instead of terminating after a sole transaction. There
are several benefits of using persistent connections. For example, fewer new connections and TLS
handshakes reduce overall CPU utilization and round trips [50]. The following section describes the
HLS client’s user interface.

3.3.2 User Interface

The player interface is designed using the HLS JavaScript open-source library [51]. It depends on
HTML5 and media source extensions for playback by transferring the Segs. The data transmission is
entirely client-driven. It means that the player can manage playback order or timestamps to analyze
and determine a particular Seg from playlists. The player can also change and select different bitrates
of the video during the playback. For this purpose, it uses M3U8 playlists of the corresponding video
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to decide the available bitrate and position of the Seg in the server. Video content that represents
the entire period (i.e., Segs, playlixsts, etc.) can be calculated in a client-side VoD session. Figure
3.4 shows an HLS server with Segs, T hmCons are on the left and source video is on the right that
previews a specific time in the user interface.

3.4 Hardware Configurations

The proposed framework is designed to support different hardware device configurations. Two distinct
configuration devices are used as HLS clients to evaluate the proposed approach. The first end-user
device is designed as the High Computational Resource (HCR) which consists of Ubuntu 18.04 LTS
as the operating system. Meanwhile, the second end-user device is designed as the Low Computation
Resource (LCR) configured on Nvidia Jetson TX2. The Jetson device is primarily selected to focus on
resource-constrained devices. The Jetpack 4.3 SDK is adopted to automate the primary installation of
the Nvidia Jetson TX2. It supports several energy profiles and max-n profiles used in all quantitative
evaluations.

Throughout the personalized multimedia content generation process, the baseline and proposed
approaches use the same device: the HLS server, HCR, and the LCR clients. All devices are locally
configured and used in experimental evaluations. Meanwhile, the HLS server was assembled with
Windows 10 and is utilized in every experiment. Each hardware device is locally connected to the
Sungkyunkwan University (SKKU) network. Table 3.1 shows the specs for all hardware devices
utilized in the experiments.

Table 3.1 Detailed hardware specifications for server and clients devices.

Device CPU GPU RAM
HLS Server Intel Core i7-8700K GeForce GTX 1080 32 GB
HCR Client Quad-core 2.10 GHz Xeon GeForce RTX 2080 Ti 62 GB
LCR Client HMP Dual Denver 2/2MB L2 +

Quad ARM A57/2MB L2
Nvidia Pascal 256 CUDA cores 8 GB





CHAPTER 4
PERSONALIZED MOVIE TRAILER GENERATION FRAMEWORK

Generally, a handful of movie trailers are generated as the one-size-fits-all framework in the film-
making process. Streaming platforms are trying to overcome this problem by providing personalized
trailers with centralized server-side solutions. The personal data of the users is needed and examined
to complete the process. This leads to two main problems: privacy breaches and huge demands for
computational resources.

This Chapter introduces a new client-driven framework that can facilitates the personalized trailer
creation mechanism. It can generate trailers according to users’ preferences as depicted in Figure
4.1. It tackles the sophisticated step of recognizing personalized events in real-time from lightweight
thumbnails. Twenty-five western and sports genre full feature-length films are analyzed to test the
efficiency of the proposed framework. The official trailers are then analyzed in comparison to the ones
created by the proposed framework.

Fig. 4.1 Conceptual design of proposed framework that facilitates the personalized trailer generation
process.
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4.1 Background

According to a recent survey, everyday adults in the United States watch movies for nearly six hours
[52]. This significant time allotment is insufficient for many users to explore relevant content [53].
Streaming platforms use different recommendation algorithms to suggest video content and quick
exploration. The algorithm provides suggestions that are based on the viewer’s history and sensitive
data [54]. Despite the personalized recommendations, viewers may need to spend more time and
interaction recognizing the importance of the content. Trailers generated according to user preference
can facilitate quick media exploration and help users find relevant media content instantly.

Commonly, trailers are considered a subset of the source movie (video). Trailers are generated to
highlight key segments and attract users to the movie [55]. Besides, trailer production demands a high
level of cognitive exertion because of its diversity. Hence, a handful of movie trailers are generated in
the film-making process. In some situations, a single trailer is generated for the corresponding movie.
Since every user has a different set of preferences, that may reduce the popularity of the movie, which
can cause enormous economic damage [56].

The centralized server-side techniques are under research and development to automate personal-
ized movie trailers generation process [4]. The advantage of these techniques is that all information is
co-located, such as user data, media content, and functionalities. The downside is that the client must
send data about all user operations to the server. Therefore, it can compromise the privacy of users.
Besides, the amount of information transmitted between the server and the client can rapidly increase
as the number of users grows. Therefore, the server requires an enormous amount of computational
resources to process all user information. These factors have led us to research conversational methods
that allow users to control sensitive data and generate personalized trailers according to their interests.
The following section presents the proposed framework.

4.2 Proposed Framework

The overall objective of the proposed framework is to ease the personalized trailer generation process.
Instead of analyzing the entire video, it tackles the complicated procedure of identifying personalized
events from lightweight thumbnails. It makes the proposed framework computationally efficient.
Quantitative and qualitative assessments are conducted in 25 full feature-length films and documen-
taries in the sports and western genres. Later, the number of related events are analyzed from the
official trailer using the generated ones.

The proposed framework design supports different end-user hardware devices with distinct
configurations. Besides, the scalable design of the proposed framework can dynamically tune under a
variety of network conditions. Figure 4.2 depicts the overall system design of the proposed framework.
As described in Section 2.6, previous trailer generation methods ignore computational resource cost,
processing time, and user interest. Table 4.1 depicts the comparison of the proposed framework with
previous trailers approaches.
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Fig. 4.2 Overall system design of the proposed trailer generation framework.

The main contributions of the proposed framework are: (i) proposed the first-ever client-driven
thumbnail-based framework to facilitate the trailer generation process, (ii) introduce and employs
HTTP persistent broadcast connections to decrease the corresponding response and network band-
width, and (iii) server and client are configured locally to verify the capability of the proposed
framework. The proposed framework uses the same modules and hardware device configurations that
are described in Section 3 and Section 3.4, respectively. The following section describes the event
recognition and trailer creation modules.

Table 4.1 The main comparison of the proposed framework with current approaches; V: Video, A:
Audio, Tx: Text.

Approach Genre Video category Personalize
Data type

A V Tx TC
Smeaton,et al [44] Action Movie ✕ ✓ ✓ ✕ ✕

Smith,et al [45] Horror Movie ✕ ✓ ✓ ✕ ✕

Kawai,et al [46] Adventure Documentary ✕ ✕ ✕ ✓ ✕

Proposed Western,
Sports

Movie,
Documentary

✓ ✕ ✕ ✕ ✓

4.2.1 Events Recognition Module

This module is intended to recognize personalized events from T humss. For this purpose, the 2D
CNN network is trained on the UCF-101 dataset [57]. It has 101 action classes under 13,320 videos
obtained from YouTube. Every video in the dataset is subsampled up to 40 frames to train the network.
The SoA pre-trained ImageNet Inception-V3 image annotation network is used to acquire frame-level
features [58]. The model is trained by freezing the top layers and updating the weights only in the
final stages. The SGD optimization algorithm is used in the training process with a learning rate of
0.01. The first train and test use in the training process as suggested in [57]. Section 4.4.1 provide
the details of performance evaluation of the proposed model.
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Fig. 4.3 Architecture of InceptionV3 2D CNN model used for events recognition from thumbnails.

4.2.2 Trailer Creation Module

This module is intended to select download Segs and aggregate them into a single continuous video
stream using FFmpeg [48]. The trailer generated is less than 150 seconds long. This length is
managed by dynamically controlling the threshold while analyzing the events. For this purpose, the
computational resources of the client device is used. The module is scalable but, the current version
of the proposed approach only supports continuous stream playback.

4.3 Trailer Procedure from User Perspective

This section details on the proposed framework from the user perspective. Full 25 feature-length
videos are examined to validate the efficiency of the proposed framework. The videos are selected
from western and sports genre movies and documentaries categories. Table 4.6 depicts the title,
release year, genre, IMDB rating, and duration of all videos. Video can consists of multiple genres, so
here the most dominant video genre provided, i.e., western or sports. The content of all movies may
vary. However, we have found that events are universal in the same genre of movies. For example,
horse riding events are usually similar in all western films. It supported the creation of trailers by
generalizing the events categories according to the video genres. All videos are analyzed by six
different events picked from the UCF-101 action category list (refer to Figure 4.4).

Initially, the end-user device requires T hmCons for the corresponding video to start the trainer
generation process. HTTP persistent connection is used to transmit pre-generated T hmCons from the
server. The duration of the full video is covered by the sequence of transmitted T hmCons. The number
of frames is correlated with the FPS of the video. Meantime, the collection of T hmCons is correlated
with the length of the video. The number and size of T hmCons are very negligible associated with the
number of frames. Thus, a very low bit rate is required to transfer T hmCons.

The proposed framework utilizes a canvas to obtain T humss from T hmCons using FFmpeg [48].
The proposed 2D CNN network is used to identify an event from the extracted T humss. It needs
two inputs every iteration : (i) preferred event and (ii) T hum images. The user employs the web
interface to select an event. The event recognition process also allows the user to choose multiple
events according to his/her preference. Figure 4.5 depicts event recognition process from T humss.
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Fig. 4.4 The first four pictures depict an example of the events picked for the sports genre video:
cricket shot, cricket bowling, soccer juggling, and soccer shot. The last two pictures depict an example
of the events chosen for the western genre video: horse racing and horseback riding.

The 2D CNN network analyzes all T humss individually according to the event elected by the user.
The system chronically ranks the detected T humss once all of them are analyzed. Only high-precision
T humss are elected, and later the information is saved in a text-based list.

The proposed system analyzes the detected T hum list to create another text-based list for Segs.
The second text-based file is used to request particular Segs with varying timestamps for download
from the server. All the specific Segs are transmitted from server to client accordingly. If the video Seg
is downloaded prolonged, an alternative bitrate can be picked by referencing the M3U8 playlist. Once
all the Segs are downloaded, the system can arrange and aggregate them according to user preferences.

4.4 Experiments

This section demonstrates comprehensive experimental assessments of the proposed framework. First,
the efficiency of the proposed action recognition model is compared with the SoA 2D CNN methods.
Then, the quantitative evaluation of the proposed framework is performed. Finally, the qualitative
assessment of generated and the original trailers of the movies are presented.

4.4.1 Action Recognition Model

This subsection describes the evaluation of existing 2D CNN methods for the UCF-101 dataset. To
the best of our knowledge, [59] reported the best performance on the UCF-101 dataset when utilizing

Fig. 4.5 Thumbnail containers events analyzer process.
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2D CNN. The proposed CNN model is 0.95% better in the form of validation accuracy. The total
sum of parameters in the proposed CNN model was 24 million. The experimental evaluation of the
baseline and the proposed methods on the UCF-101 dataset are depicted in Table 4.2. The proposed
2D CNN model is adopted in each experiment to recognize personalized events from T humss.

4.4.2 Quantitative Evaluation

This section describes the quantitative evaluation of the proposed framework. For this purpose, full
feature-length 25 videos with 13 western and 12 sports genres are selected. Besides, official trailers
are collected for each corresponding video. The frame size for each video and its trailers is 640×480
(width×height) pixels. The count of official trailers, YouTube ID, and total views are depicted in
Table 4.6. If the video contained multiple official trailers, simply the one with the most views is noted
and examined. One of the most famous streaming platforms (i.e., YouTube) is utilized to explore
official trailers for all videos. "Trailer" and "promotion" are the important keywords in the searching
cause. From the 25 list videos in the dataset, we are able to identify the official trailers for the two
movies. Therefore, it is presumed that the official trailers for the two videos are not publicly available
online.

The number and size of T hmCons are extremely small correlated with the number and size of
video frames. This reduces the computational resources and processing time required to examine the
T hmCons. The percentage comparison of the number of frames and T hmCons in the video is depicted
in Table 4.3.

Because this is the first client-driven method to expedite the trailer creation procedure. The
entire video is analyzed is analyzed as the baseline scheme to compare the computational efficiency
of the proposed framework. The overall processing time, in minutes required for the baseline and
proposed approaches is shown in Table 4.4. To analyze the baseline method two phases are used: (i)
frames obtain from the video using FFmpeg [48], and (ii) events recognition from frames using the
proposed action recognition model. Meanwhile, all steps are performed using the proposed approach
described in Section 4.3 to calculate the processing time. All of these seven steps are (i) requesting
and downloading the corresponding movie T hmCons, (ii) extracting T humss from the T hmCon, (iii)
recognizing events from T humss, and (iv) detecting text-based Includes ranking and preparation of
the list. Prepare a Seg list from T humss, (v) a text-based list of detected T humss, (vi) request and
download specific Segs, and (vii) aggregate the downloaded Segs. The proposed thumbnail-based

Table 4.2 Comparison of proposed CNN action recognition model.

CNN Methods Overall validation accuracy (%)
Karpathy, Andrej, et al. 2014 [60] 65.40%
Murthy, OV Ramana, et al. 2015 [59] 72.8%
Proposed 73.75%
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Table 4.3 The overall performance efficiency of thumbnails compared to frames in the video.

S/N FPS # Frames # T humss %
4 23 189983 7923 4.17

18 25 163972 6558 3.99
25 30 147448 4919 3.33

approach used more steps, but the overall time is much shorter than when processing the baseline
method. In this comparison, the HCR device is used as the end-user machine.

4.4.3 Qualitative Evaluation

The qualitative assessment is performed to compare the official trailer with the trailer generated using
the proposed framework to gain user awareness. For this purpose, a set of 46 attendants participated.
Those are divided into two groups according to their attractiveness in the film genre (western or
sports). From a demographic point of view, attendants in the survey targeted a vast range of age groups
(18–40 years) and 12 distinct geological places.

The trailer may include its background music, post-production characteristics, and overlay text,
as explained in Section 4.1. Moreover, the most appealing and appropriate scenes from the movie
are picked to explain the story in a concise way. The current version of the generated trailer using
the proposed framework has the absence of post-production features, background music, and the
selection of the most suitable scenes to captivate and inspire users. Due to these restrictions, it was

Table 4.4 The processing time in minutes is needed to generate the trailer using the baseline and
proposed methods.

S/N Baseline Total (Baseline) Proposed
Frame extraction Events recognition

4 14.66 94.24 108.9 2.85
18 16.39 98.39 114.78 2.55
25 4.07 52.2 56.27 2.04

Table 4.5 Duration and number of events recognized from the official and generated trailers of the
corresponding video.

S/N
Official trailers Generated trailers

Duration Events Duration Events
2 2 minutes 13 seconds 3 1 minutes 53 seconds 6
8 2 minutes 20 seconds 5 1 minutes 33 seconds 7
12 4 minutes 20 seconds 2 1 minutes 49 seconds 6
13 3 minutes 17 seconds 6 1 minutes 43 seconds 8
23 3 minutes 32 seconds 3 2 minutes 11 seconds 8
25 2 minutes 34 seconds 3 1 minutes 50 seconds 6
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Fig. 4.6 Samples of similar events in official and generated trailers.

not possible to perform a user rating to rank the official trailers and the generated trailers. Therefore,
a purely analytical investigation is performed to discover total events according to the interests of
the participants. Participants further participated focused on similar events in official and generated
trailers.

The official and generated trailers are presented to the participants at the same time. Table 4.5
show the qualitative results obtained from the participants. Attendants calculate the number of events
that correspond to the genre of the movie. The obtained results show that the generated trailer has
more events compared to the official trailer. The participants have identified similar events of the
official and generated trailers throughout the analysis. Figure 4.6 depicts the example of the common
events of the official and generated trailers from three movies. Attendees observe that the style of the
generated trailer is similar to the corresponding movie genre.

4.5 Discussion

This Chapter introduces an innovative thumbnail-based client-driven framework that facilitates the
trailer generation process. Instead of processing the entire video, the proposed framework examines
the lightweight thumbnails to recognize personalized events. Twenty-five broadcast feature-length
videos are evaluated to find the effectiveness of the proposed framework. Quantitative results show
that the proposed framework require less processing time compared to the baseline approach. The
qualitative evaluation is conducted with the help of 46 participants. The official trailers of two movies
in the dataset could not be obtained. Therefore, it is assumed that there is no official trailer available
online. In this case, the proposed framework can assist in the trailer generation process. This study
focused on the sports and western genres of the trailer generation process. However, it can easily
adapt to other video genres. It can support privacy protection solutions that allow users to choose to
retain personal data on the client-side [61]. The proposed client-driven approach is highly responsive
and scalable to support a wide range of end-user hardware devices with a variety of computational
capabilities.
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CHAPTER 5
PERSONALIZED ANIMATED GIF GENERATION FRAMEWORK

Animated GIFs play a unique role in the streaming platforms to increase the CTR of the corresponding
video. There is a strong correlation between personalization and GIFs, which results in higher CTR.
They become ubiquitous in the streaming platforms to instantly highlight recommended videos as
shown in Figure 5.1. However, GIFs are being generated and provided on the streaming platforms
without user preferences.

This Chapter proposes a lightweight framework for generating personalized GIFs employing
the computing capabilities of client devices. The proposed approach analyzes lightweight thumbnail
containers to recognize personalized events from long-form videos i.e., sports matches. This minimizes
the overall computational complexity compared to baseline approaches. To the best of our knowledge,
it is the first method that adopts thumbnail containers in the GIF creation process for streaming
platforms.

5.1 Background

The popularity of GIF has grown rapidly in recent years, as the development of new social media
applications and usage of instant messengers have increased. GIF images are popular among netizens
due to their small size, short length, and storytelling nature (no audio) [13]. Because of these traits,
the GIFs have been viewed over 2 billion times on the GIPHY website alone [62]. Their usage and
importance are ubiquitous in streaming platforms and help the users to preview recommended videos
instantly. Despite this extensive use of streaming platforms, academic research on GIF generation is
limited.

Currently, GIFs are more popular than ever on streaming platforms because of their simple format
and portability. This enables their broad usage on any web browser without requiring any extra
plugins. Its ubiquitous adoption and prevalence have increased the demand for designing lightweight
personalized GIF generation methods. Some related researches have focused on the lightweight
approach to generating GIFs for streaming platforms [63, 43]. However, these previous efforts have
overlooked during the personalization phase. This is mainly due to the need for private user data and
the significant demand for computational resources required for processing. Dedicated server-side



32 | Personalized Animated GIF Generation Framework

Fig. 5.1 Sample screenshot of the YouTube homepage, where animated GIFs are adopted to highlight
recommended videos.

solutions can solve this problem; however, user privacy violation is the primary concern in such
solutions.

The CTR is a vital metric for streaming platforms, and GIFs play a decisive role. There is a strong
correlation between the GIF and personalization, which increases the overall CTR of the corresponding
video if GIF is more relevant. As a result, GIFs are becoming more and more important in the process
of video selection. However, presently they are generated through the universal framework without
user consent. Users may not like a particular GIF because the particular GIF does not match their
interests. This can cause the user to skip the video, which will significantly reduce the CTR of the
video.

Lightweight client-driven techniques for generating GIFs are still in their infancy and need
more effective ways to bridge the semantic gap between video understanding and personalization.
Most modern client devices have limited computing resources, and analyzing the entire video will
take significant time to generate animated GIFs. That is not feasible for real-time solutions. Since
personalization is one of the essential elements of early media content adoption, here, we focused on
the personalization and lightweight aspects of the GIF generation process. This Chapter proposes an
effective GIF generation scheme that considering the preferences of the user and resource-constrained
devices. The following section describes the proposed GIF generation framework.

5.2 Proposed Framework

The use of streaming platforms is more popular than ever compared to the traditional systems [3].
The importance of streaming platforms is the spotlight by the statistic that about 500 hours of video
per minute are only uploaded on YouTube [64]. Streaming platforms use T hmCons and animated
images to instantly provide users with an overview of this vast collection of video content. GIFs are
used to get a little glimpse of the recommended video content. Meanwhile, T hmCons are adopted to
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Fig. 5.2 Schematic illustration of the proposed GIF creation framework.

Fig. 5.3 The proposed 2D CNN model used to detect personalized events from thumbnails.

manipulate the video timeline. Owing to the usage of T hmCons and the popularity of animated GIFs
on streaming platforms, we have proposed an innovative client-driven method.

This Chapter proposes an innovative client-driven approach to generate personalized animated
GIFs that is simultaneously computationally efficient. To make the proposed method lighter, T hmCons
are used instead of the entire video to analyze personalized events. This makes the process more
effective and reduces the overall processing time compared to previous methods. Besides, it uses
small segments to generate GIFs, reducing valuable network bandwidth and storage needs. Full
feature-length six broadcast soccer videos are analyzed to estimate the effectiveness of the proposed
method.

The main contributions of this research can be summarized as follows. (1) A new lightweight
client-driven method is proposed to create animated GIFs according to user preference. (2) The 2D
CNN model is designed to recognize personalized events according to user interests. (3) Extensive
quantitative and qualitative analysis is performed using full feature-length six sports videos. Quantita-
tive results demonstrate the proposed approach is 3.57 times more computationally efficient than the
SoA approach. We also conducted qualitative evaluations in collaboration with nine participants.

Figure 5.2 shows schematic illustration of the proposed GIF creation framework. The proposed
framework consists of two main parts: HLS server and HLS client. Chapter 3 provides the details
of the HLS server and general modules of the HLS client. The configuration and role of the event
recognition and the GIF generation modules in the proposed framework are described in the following
section.

5.2.1 Events Recognition Module

The purpose of this module is to analyze the T hmCons according to the user event preferences.
For this purpose, the 2D CNN model is designed to analyze T hums. The 2D network is trained on
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the UCF-101 dataset [57]. The dataset contains 13,320 videos consisting of 101 different action
categories. Frame-level features are extracted using the SoA Xception image annotation model [65]
that is pre-trained with ImageNet [66]. Figure 5.3 shows the proposed 2D CNN architecture. The
performance of the proposed network is enhanced by using an attention module derived from the
vortex pooling [67]. This module aggregates contextual information using multi-branch convolution
with scaling factor to make it more effective.

Data enhancements are applied to reduce overfitting with the proposed approach. The dataset
is split into two parts, and the first list is used in the training process as suggested in [57]. Each
video is subsampled up to 40 frames to train the model using the UCF-101 dataset. Before being
served as input to the network, all images are pre-processed by first cropping the central area and
then resizing them to 244×244 pixels. Shear transformations are also performed at 20° angles, 10°
random rotations, 0.2 horizontal and vertical shifts, and random horizontal flips of the image. The
model i trained with a variant of the SGD algorithm with momentum 0.9 and learning rate 0.01,
using the default weight decay values (SGDW) [68]. In the experiment, an early stop mechanism
is applied during the training process with ten patience. The training data is provided in mini-batch
with a size of 32 and a learning rate of 0.001 to minimize costs. The Keras toolbox is used for deep
feature extraction and the GeForce RTX 2080 Ti GPU for implementation. Section 5.5.1 provides the
validation accuracy of the proposed events recognition model.

5.2.2 GIF Generation Module

The purpose of this module is to determine the Seg number from the detected T hums, download
specific Segs, and finally generate an animated GIF from the corresponding Seg. The first three
seconds of the Seg are used to generate a GIF using this module. The length of each GIF is fixed in the
proposed approach, but the module can be extended to a specific length according to user preference.
Besides, the proposed module can manage to generate animated GIFs from the climax part of the
video. A structured story generally consists of explanations, ascending actions, climaxes, and end. The
most exciting part of the plot is the climax section where all the major events occur, which represents
the most exciting part [43]. Figure 5.4 depicts the classic story plot structure of the Big Buck Bunny
(2008) video. The next section details the GIF creation process.

5.3 Animated GIF Generation Process

This section describes the entire flow of the proposed GIF generation process from the perspective
of a user. The flow is explained based on the full six soccer 2018 World Cup videos obtained from
YouTube. Table 5.5 shows the complete description of the selected videos. The number of views of
the corresponding video is counted in December 2020. It also shows the number of frames per second
(FPS) of the video, the total number of frames, T hmCons, and T hums. The resolution of all videos
used in the experiment is 640× 480 pixels. All videos are investigated using two different events



5.3 Animated GIF Generation Process | 35

selected from the UCF-101 action category list. The two events chosen are soccer shots and soccer
juggling. These events are selected based on the genre/type of video. Note that the proposed approach
is not limited to these events. It can adopt additional events depending on the content of the video and
the dataset.

To generate an animated GIF for a particular video, the user first selects the video from the
web interface. The client device requests and downloads T hmCons for the video. The transferred
T hmCons covers the entire length of the video. The number of T hmCons is much less than the
number of frames in the video (refer to Table 5.5). Therefore, the bit rate required during transmission
is significantly lower. Each T hum is extracted individually from T hmCons using the canvas. Each
T hmCons comprises twenty-five T hums. After selecting the video title, the corresponding video event
is selected later using the web interface. The user can select multiple events during the GIF generation
process. The proposed 2D CNN model requires two inputs during the recognition process: 1) T hum
and 2) preferred event.

All steps that are involved in the GIF generation process are shown in Figure 5.5. The deep
learning model analyzes each T hum individually based on the event selected by the user. Once all
T hums are analyzed, they are ranked in chronological order and stored in a text-based file. T hums
are selected based on the threshold to maintain the quality of the generated GIF. A text-based file
is parsed and the Segs are downloaded to get a specific Seg of the selected T hum. The client device
then requests a specific Seg with a different timestamp. The HTTP server responds to this request by
sending the corresponding Seg. The Seg is then used to generate the animated GIF. The GIF is created
from the Seg using FFmpeg [48].

Fig. 5.4 The classical plot architecture of storyline videos.
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Fig. 5.5 All steps are required to generate an animated GIF using the proposed method.

5.4 Baseline Methods

This subsection describes some of the well-known baseline approaches used to compare the proposed
GIF generation methods. The baseline approach is as follows:

• HECATE [5]: This baseline approach analyzes aesthetic features from the entire video frame.
It extracts and temporarily saves the corresponding video frame on the end-user device to
analyze. This method only supports fixed periods and the number of GIFs. Here, three GIFs are
generated for each video.

• AV-GIF [43]: It analyzes the entire audio and video files of the corresponding video to generate
a GIF. This is the baseline approach used in [43]. The default parameters are used to generate
the animated GIF. Here, one GIF is generated for each video.

• Climax-GIF [43]: This baseline approach uses the climax part of the audio and corresponding
Segs to generate a GIF. This is the current state-of-the-art client-driven method for animated
GIF generation. The default parameters are used to generate the animated GIF. Here, one GIF
is generated for each video.

5.5 Experiments

This section shows an extensive experimental evaluation of the proposed approach. First, the exper-
imental setup is explained with the baseline approaches. The accuracy of the proposed behavioral
recognition model is then presented, and its validation accuracy is compared to previous well-known
approaches. Finally, the performance of the proposed method is compared with the baseline methods.
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5.5.1 Action Recognition Model

This section describes the evaluation of existing 2D CNN methods for the UCF-101 dataset. As far
as we know, [12] is the only method and reported the best performance on the UCF-101 dataset
when using the T hmCons to recognize events. The proposed CNN model is 2.5% better in terms of
validation accuracy, within the range of 51.32 million floating-point operations per second. The total
number of parameters in the proposed CNN model is 25.6 million. Table 5.1 shows the experimental
results of the baseline and proposed methods on the UCF-101 dataset. All 2D CNN models [65, 69–
71, 58] are trained on the UCF-101 dataset with a similar configuration as described in Section 5.2.1,
however without the attention module.

Table 5.1 Comparison of proposed CNN action recognition method with other approaches.

CNN Methods Overall validation accuracy (%)
MobileNetV2 [69] 59.06%
MobileNetV3Small [70] 68.75%
MobileNetV3Large [70] 71.88%
DenseNet121 [71] 65.31%
InceptionV3 [58] 61.25%
Karpathy, Andrej, et al. 2014 [60] 65.40%
Shu, Yu, et al. 2018 [72] 76.07%
Mujtaba, et al. 2020 [12] 73.75%
Xception [65] 68.44%
Proposed 76.25%

5.5.2 Quantitative Evaluation

This section provides the performance evaluations of the proposed and the baseline methods which
are described in Section 5.4. This performance evaluations is performed using six soccer videos (refer
to Table 5.5 for to obtain details of the videos). The computation time of the proposed method is
calculated: (i) time required to download the T hmCons corresponding to the video, (ii) obtain T hum
extraction from the T hmCons, (iii) recognize the personalized events from the T hum, (iv) estimate
the Seg number and download Seg for the text-based list, and (v) generate the GIF from the Seg. All
T hums are selected with an accuracy above the threshold of 80.0%. This threshold is set to maintain
the quality of the GIF. In all experiments, the model load time is not added when determining the
computation time.

The computational time required to generate an animated GIF using the proposed and the baseline
approaches is evaluated in the first experiment. All approaches consisted of HCR devices (refer
Table 3.1 for detailed specifications). Table 5.2 shows the computational time required in seconds for
each step using the proposed method on the HCR device to generate the GIF. Table 5.3 shows the
calculation time required in minutes for the baseline and the proposed methods on the HCR device
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Table 5.2 Computation time required in seconds to generate GIFs using the proposed techniques on
the HCR device.

S/N Download
T hmCon

Extract
T hums

Recognize
events

Download
Segs

Generate
GIFs

Total
(seconds)

1 4.27 7.86 96.95 0.56 21.53 131.17
2 4.48 7.93 95.29 1.56 23.27 132.53
3 4.29 7.95 94.28 1.31 26.88 134.71
4 4.89 8.17 98.89 2.05 19.68 133.68
5 4.5 8.34 92.92 1.21 18.47 125.44
6 4.17 7.94 94.24 2.52 15.88 124.75

Table 5.3 Computation time required in minutes for baseline and proposed methods to generate GIFs
on the LCR and HCR devices.

S/N
HACATE [5] AV-GIF [43] Climax-GIF [43] Proposed

HCR LCR HCR LCR HCR
1 85.34 16.69 38.71 6.83 10.08 2.19
2 85.64 15.78 36.17 6.48 9.85 2.21
3 81.86 15.56 35.40 6.42 9.32 2.25
4 59.61 16.18 40.06 6.85 10.45 2.23
5 57.81 15.35 37.96 6.57 13.96 2.09
6 87.99 19.87 35.60 6.57 8.92 2.08

to generate the GIFs. HECATE [5] method analyzes every frame of the video and determines the
aesthetic features for generating a GIF. The AV-GIF baseline method [43] uses the entire audio and
video file for the GIFs generation process. The Climax-GIF [43] is the current client-driven SoA
method for GIF generation, and it uses the climax part of the audio and Seg for the GIF generation
process. The proposed method uses a very small image (thumbnail) to analyze the personalized event.
This significantly reduces the computation time during the GIF generation process.

Since this study focused on generating GIFs using resource-constrained client devices, the pro-
posed and baseline approaches use LCR devices (i.e., Nvidia Jetson TX2) in subsequent experiments.
Table 5.3 shows the computation time required in minutes using the baseline and the proposed method
to generate GIFs using the baseline and proposed approaches. In this experiment, HECATE [5] and
AV-GIF [43] could not be examined because they require significant computational resources. The
Climax-GIF [43] method is the only baseline approach which is examined on the LCR device. The
overall computational time of the proposed method is significantly lesser than Climax-GIF [43].

From the communication and storage perspective, the proposed method is also more efficient than
the baseline methods. The HECATE method requires a locally stored video file to start processing
[5]. Similarly, the Climax-GIF method is used to generate a GIF [43], the entire corresponding audio
file and video Seg need to be download. However, the proposed method requires the same process to
download a lightweight T hmCons. For example, in the Germany-Mexico match, the file size of video
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and audio is 551 MB and 149 MB, respectively. However, the size of T hmCons is 22.2 MB for the
same video. Therefore, the proposed method has significantly reduced the download time and storage
requirements compared to the baseline methods.

The total time for the six videos is 666.87 minutes. HECATE [5] required 458.25 minutes, AV-GIF
[43] required 99.43 minutes, Climax-GIF [43] required 39.72 minutes, and the proposed method
requires 17.06 minutes to generate a GIF for the videos on the HCR device. Meanwhile, Climax-GIF
[43] requires 223.92 minutes, and the proposed method required 62.59 minutes on the LRC device to
generates GIFs. Therefore, based on the analysis of these six videos, on average, the proposed method
is 26.86 times faster than the HECATE [5] method, 5.83 times faster than the AV-GIF [43] method,
and 2.33 times faster than the Climax-GIF [43] method when using the HCR device. Similarly, for
the LCR device, the proposed approach is 3.57 times faster than the Climax-GIF [43] method. The
proposed method also generates more GIFs than the baseline method. For every video, HECATE
[5] three GIFs, AV-GIF [43] and Climax-GIF [43] one-GIF, and the proposed method ten GIFs are
generated. In summary, the results validate that the proposed method is more computationally efficient
than the baseline methods: HCR and LCR.

5.5.3 Qualitative Evaluation

This section evaluates the quality of generated GIFs of the proposed method by comparing them with
GIFs taken from YouTube and generated by using the baseline approaches. The evaluation is based
on a survey of 9 participants. A group of students was selected according to their interest in football.
The survey is based on 6 videos (table 5.5). The quality of the generated GIF was evaluated using an
accurate rating scale. Participants were asked to evaluate the GIF based on their perceived arousal. An
anonymous questionnaire was created for the generated GIFs, preventing users from determining the
method used to create the GIF. Participants were asked to view all GIFs and rank them on a scale of
1–10 (1 is the lowest and 10 is the highest). Table 5.4 shows the ratings given by the participants for
all approaches. For the six videos, YouTube, HECATE [5], Climax-GIF [43], the average rating of
the proposed method is 5.0, 6.46, 5.65, and 7.48, respectively. Figure 5.6 shows a sample frame from
a GIF generated by each of the three approaches.

Table 5.4 Average ratings (1∼10) assigned by participants for the proposed and baseline methods

S/N YouTube HECATE [5] Climax-GIF [43] Proposed
1 4.67 6.78 5.67 8.11
2 4.67 6.22 7.00 8.56
3 4.78 7.56 5.33 8.44
4 5.56 5.44 5.22 5.78
5 4.22 6.33 5.00 7.44
6 6.11 6.44 5.67 6.56
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Fig. 5.6 Sample frames from GIFs generated using the baseline and proposed approaches.

5.6 Discussion

This chapter introduces an innovative and lightweight technique to generate animated GIFs. The
proposed method uses the computational resources of client devices during the entire process. It
analyzes the thumbnail containers to recognize personalized events and uses the corresponding video
segments to generate animated GIFs. This improves computational efficiency and reduces the demand
for communication and storage resources. Extensive experimental results obtained based on a set
of full feature-length six videos show that the proposed approach is 2.33 and 3.57 times faster than
the current SoA method on HCR and LCR devices, respectively. Qualitative results indicate that the
proposed method has outperformed the existing methods and has received a higher ratings. In the
future, the proposed method can be adapted to other sports categories by considering different events
and datasets.
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CHAPTER 6
PERSONALIZED VIDEO SUMMARIZATION FRAMEWORK

Today, we are witnessing the tremendous growth of online video data. This is driven by two main
factors: (i) constant increase in user engagement with smart and powerful video recording devices
which have content sharing capabilities online, and (ii) widespread use of social media networks
and video sharing platforms as a means of communication by billions of people [3]. This enormous
growth has increased the need for technologies that enable users to browse through vast and growing
collections and help them quickly retrieve video content according to their interests. The development
of automatic video summarization techniques is part of the response to this demand. These techniques
produce a short version of the full-length video that convey the meaningful segments. Based on this,
viewers can quickly get an overview of the entire story without watching the full-length video. For
instance, a typical full feature-length romantic video can be summarized into few minutes, highlighting
meaningful events such as cuddling.

This Chapter proposes a novel lightweight framework to create a personalized video summary
on the end-user device. It deals complex process of detecting personalized events from lightweight
thumbnail containers. This makes it computationally efficient and unlike state-of-the-art approaches,
the entire video is not processed to generate a summary. Simultaneously, bandwidth and storage are
lessened, as the summary generation device only retrieves the lightweight thumbnail containers of the
corresponding video instead of the entire video from the source. To the best of our knowledge, this is
the first personalized client-driven summarization framework that analyzes thumbnail containers to
generate a subset.

6.1 Background

Over past decades, several approaches are proposed to automate video summarization. In general,
these techniques fall into two categories: keyframes [8, 35, 6, 36] and keyshots [5, 7, 9, 37, 38, 10].
Keyframes are also known as static storyboards, representative frames, or static image summaries.
Meanwhile, keyshots can also be referred to as video skims, dynamic storyboards, or dynamic image
summaries. The keyframe-based method selects a small number of image sequences from the original
video which presents approximate visual representation. Meanwhile, keyshots consist of typical
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continuous video segments of the full-length video which are shorter than the original video. All
summarization techniques have their importance based on the application to which they are applied.
Generally, keyframe-based summaries are lighter in size than keyshot summaries. However, sufficient
valuable information is omitted during the process. For example, it is challenging to get the context
of the previous frame in a keyframe-based summary. Also, it lacks original sound. Consequently,
keyshot-based video summarization methods are predominantly selected to handle and to overcome
these challenges.

Keyshot-based video summarization methods are used to produce subsets for short-form videos
(i.e., user-generated TikTok and news) or long-form videos (i.e., movies and soccer matches). Gen-
erally, the length of short-form and long-form videos are under 10 minutes and over 10 minutes,
respectively [11]. The playback duration of short-form videos is already concise, so it is impractical
and may be ineffective to generate keyshot-based subsets for such videos. Meanwhile, the playback du-
ration for long-form videos can exceed 90 minutes, specifically in movie and sports videos categories.
The keyshot-based summary methods are more practical and effective for such video categories to
provide a quick overview to users.

The sample video contains a variety of information such as character appearance, motion, in-
teractions between objects, events, scenes, and more. Considering a one-hour long-form video at
25 Frames Per Second (FPS), there will be thousands of frames in it. Existing approaches require
extensive computational resources to process the entire video data (i.e., frames) [5, 7, 9, 10]. If the
video is of high definition or over high definition, the demand for computing resources will increase
further. Deep learning-based methods also require segmented processing of long-form videos, further
increasing the number of processing steps and the demand for computational resources [8]. This is
not a viable approach for resource-constrained devices to process all frames because it increases the
overall computational time. Keeping in mind that computational resources are limited, there is a lack
of a lightweight keyshot-based video summary method for long-form videos.

Video summarization is a daunting task due to its subjectiveness. This is because every user has
different preferences, even for similar video content. The personalized video summarization method
provides precise solutions to this problem [73]. The algorithms aim to generate customized content
for every user according to their interests. However, personalized video summaries with optimal
lengths for new long-form broadcasted videos (e.g., sports matches) are not immediately available to
users. With current approaches [35, 8], generating personalized summaries in real-time will require
enormous computational resources to process user data and video content. The centralized dedicated
servers can provide real-time solutions to this problem as all the information is in the same location,
including video content and user data. However, user privacy is a serious concern for server-based
solutions, as the server has extensive sensitive data about user interests. These issues encourage us to
overcome and discover the feasibility of a client-driven approach that can create personalized keyshot
video summaries on resource-constrained devices.

The automated video summarization process in real-time on the client device is still an unsolved
problem despite the extensive work. This is mainly because the current summarization techniques



6.2 Proposed Framework | 45

uses segments [8] or entire frames/video [36–38, 35, 6, 10, 7, 9] data in the process that require
enormous computational resources. However, most modern end-user devices have low computational
resources. And processing the entire video or frames takes a significantly long time to generate a
summary at the client device. This is not feasible for real-time requirements. In addition, the video
summarization methods that required semantic information in the process may require mining and
pre-processing steps [37] to get useful information, and information may not be publicly available
for all videos such as scripts and subtitles [8]. This further increases the demand for computational
resources and processing time. Thus, in this proposed work, lightweight thumbnail containers are
used in the summarization process that makes the process computation, communication, and storage
efficient and fast to create a summary in real-time.

6.2 Proposed Framework

This Chapter proposes a novel client-driven framework called LTC-SUM that uses Lightweight
Thumbnail Container in the SUMmarization process. It handles the complex process of detecting
personalized events (such as penalty shoot-outs of soccer videos) from lightweight thumbnails. This
makes the proposed approach computationally efficient because the entire video is not processed. In
addition, the proposed technique is efficient in terms of communication (between server and client)
and storage requirement, as the entire video does not need to be transmitted over the network and
stored. Contrary to previous keyshot-based methods [5, 7, 9, 10], this paper aims to generate subsets
for long-form videos such as movies and documentaries. The proposed approach is a fully client-
driven which can generate distinct video summaries automatically for concurrent users according to
their interests (see Figure 6.1 for an example). The main technical contributions to this study are
summarized as follows:

The main technical contributions of this study are summarized as follows: (1) A novel thumbnail-
based client-driven framework is proposed to generate keyshot video summaries according to user
preference. (2) A lightweight two-dimensional conventional neural network (2D CNN) model is
designed that can identify personalized events from thumbnails. (3) Quantitative and qualitative
evaluations are conducted on eighteen movies and documentaries (approximately 32.9 h of duration).

Fig. 6.1 Conceptual diagram of the proposed video summarization framework.
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Extensive quantitative experiments show that the proposed method is more computationally efficient
than the SoA baseline methods on the same client devices configurations. The qualitative evaluations
are conducted with the collaboration of 56 participants.

Figure 6.2 illustrates the high-level system architecture of the proposed lightweight video summa-
rization framework. The system comprises two main parts: the HLS server and the HLS client. Chapter
3 provides the details of the HLS server and common modules of the HLS client. The configuration
and role of the event recognition and the Segs summarizer modules in the proposed framework are
described in the following section.

6.2.1 Events Recognition Module

The main task of the thumbnail container analyzer is to detect the preferred events from T hums. Then,
based on the selected thumbnails, generate a list of personalized Segs and use it to produce a personal-
ized summary. For this purpose, a lightweight 2D CNN model is designed that can detect personalized
events from each thumbnail. To detect the personalized thumbnail based on preferred events of the
user from each T hum with high accuracy, the CNN model has to be trained using thousands of images,
which requires high processing GPU power. In this context, transform learning [74] is useful, where
a pre-trained model is used for other purposes. This method is applied to train the EfficientNet-B0
[75], which is trained on a large-scale ImageNet [66] dataset to extract the frame-level features
of each thumbnail. Compared to ConvNets, EfficientNet outperforms state-of-the-art architectures
on ImageNet and has fewer parameters and FLOPS [75]. This makes EfficientNet [75] a suitable
candidate for detecting personalized events from lightweight T hums. The backbone of the proposed
network is based on the EfficientNet-B0 [75]. Figure 6.3 shows the proposed action recognition
model used to process all T hums and detect personalized events. To improve the performance of
the proposed network, the attention module is used, which is derived from vortex pooling [67]. The
attention module is more effective by using multi-branch convolution with different dilation rates to
aggregate contextual information. Different dilation rates can effectively improve the receptive field,
consequently acquiring multi-level contextual information.

The proposed 2D CNN model is trained on the UCF101 dataset, which is a well-known action
recognition dataset [57]. It consists of 13320 videos taken from YouTube, which are divided into
101 action categories [57]. In the proposed approach, data augmentation is applied [76] to reduce

Fig. 6.2 High-level system architecture of the proposed framework.
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Fig. 6.3 Proposed 2D CNN action recognition model.

overfitting; this method has been proven to be very effective. To train the model using the UCF101
dataset, each video is subsampled down to 40 frames. Before being provided as input to the network,
all images are preprocessed by first cropping the center region, and then they have been resized to
244×244 pixels. A shear transformation is also performed with an angle of 20°, horizontal and vertical
shift of 0.2, random rotation of 10°, and random horizontal flipping of images.

The dataset is split into two subsets train/test, as suggested in [57]. The model is trained using a
variant of SGD optimizer with momentum of 0.9 and learning rate of 0.01 using the default weight
decay value (SGDW) [77]. In the experiments, the early stopping mechanism is applied in the training
process with a patience of ten epochs. The Keras toolbox is used for deep feature extraction, and a
GeForce RTX 2080 Ti GPU is used for implementation. The training data are fed in mini-batches with
a size of 32 and a learning rate of 0.001 for cost minimization, and there are one thousand iterations
for learning the sequence patterns in the data. The action recognition accuracy analysis of the model
is presented in Section 6.5.1. In the following, the third component of the HLS client is described,
which is the Segs summarizer module.

6.2.2 Segments Summarizer Module

The purpose of the summarizer on the client is to aggregate all the downloaded personalized Segs into
a single continuous video stream using FFmpeg [48]. The module is scalable; however, currently, it
only supports continuous stream playback in the proposed approach. Note that there are no restrictions
for fixing the length of the generated summary in the proposed architecture. However, as the client
downloads all the personalized Segs, a module can be integrated into the system, which manages the
summary length according to user preference. The web-based HLS video player is explained in the
following section.

6.3 Video Summarization Process

This section provides the complete flow of the proposed video summary generation process from
the user perspective. In the following, this flow is described based on a set of eighteen video titles
used for the experiments. A complete description of the set of videos is provided in Table 6.5. The
genre of the cinematographic movies and documentaries which are analyzed are Western, sport, and
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Fig. 6.4 The selected events used in video summarization process.

action1. Since a movie/documentary may consist of more than one genre, the most dominant genre
is considered (i.e., Western, sport, or action). Initially, the user selects a video title from the list of
available video titles using the web interface. In the experiments, the user could select a video title
from among eighteen video titles with different playtimes and each with the frame size of 640×480
pixels.

Depending on the video genre selected by the user, they are asked to choose the recommended
event(s) from the list of events corresponding to the selected video genre. In the experiment, based
on the set of videos described in Table 6.5, ten distinct event(s) could be selected from the UCF101
action categories list. These events are archery, cricket-bowling, cricket-shot, horse-race, horse-riding,
nunchucks, punch, soccer-juggling, soccer-shot, and tai-chi. These events are selected and categorized
based on the genre of the video title. Figure 6.4 shows sample images of the selected events for
analyzing the video.

Once the user selects the preferred event(s), the HLS client downloads all the T hmCons of the
corresponding video from the HLS IIS server. Note that the downloaded T hmCons cover the entire
length of the video, and a very low bitrate is required to transmit all the T hmCons from the server
to the client. This is because T hmCon tends to be lightweight in terms of size as well as small in
numbers compared with the frames of the same video (refer to Table 6.5 for quick comparisons).

1The eighteen video titles arbitrarily chosen consisted of three genres (i.e., Western, sport, and action) for the experimental
evaluation. However, the proposed approach is not limited to these titles and can be used for any arbitrary video titles and
genres.

Fig. 6.5 Steps required in video summarization process.
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After obtaining all the T hmCons, the system extracts T hums from T hmCons, and the pre-trained 2D
CNN model proceeds by analyzing all of them based on preferred event(s) of the user. All the T hums
relevant to the preferred event(s) are shortlisted. Based on the shortlisted T hums, the system generates
a text-based list of detected thumbnails in a chronological order according to the T hum number. The
list provides temporal information about the personalized Segs that need to be used to generate a
e personalized summary of the requested video. The text-based list of detected T hums is prepared
separately whenever a new process started for each video title.

The system determines the Seg number from the text-based list based on the detected personalized
T hums, and it requests to download Segs with different timestamps from the HLS IIS server. If a
Seg takes too long to download, an alternate bitrate can be selected. Once all Segs are received, the
system aggregates them into one continuous video stream using FFmpeg [48], in which a user can
watch using the web-based HLS video player interface. The above-described flow of the proposed
thumbnail-based summarization process is illustrated in Figure 6.5.

6.4 Baseline Methods

In this subsection, the baseline approaches are described for comparison with the proposed thumbnail-
based method. Here, some of well-known video summarization approaches process every frame of
the corresponding video to generate a summary. Thus, some of the prominent SoA techniques are
adopted as baseline approaches in this study. All videos in Table 6.5 are stored locally, to compare
computational efficiency and generate the summary using baseline methods. The point to note here
is that storing the entire video or its data (frames) locally is not as storage efficient as the proposed
LTC-SUM method. The baseline approaches as follows:

• HECATE [5]. It analyzes aesthetic features from all temporarily extracted frames of the
corresponding video. This method only supports fixed summary lengths, here the five minutes
subset is generated for each video.

• DR-DSN [7]. It is trained in the SumMe dataset [78] using the default parameters. Initially, this
method extracts frames from the corresponding video and then analyzes those extracted frames
to generate a video summary. Using DR-DSN with the default parameters, the summarization
duration generated for all corresponding videos is 22 seconds.

• VASNet [9]. Similar to DR-DSN [7], it is also trained the SumMe dataset [78] using the default
parameters. First, it extracts frames from the corresponding video and then analyzes extracted
frames to generate a subset. For every corresponding video, a 24-second subset is generated
using default parameters of VASNet.

• AC-SUM-GAN [10]. This is a recently published video summarization method on TCSVT.
Similar to mentioned baseline methods [7, 9], it first extracts frames from the corresponding
video and then analyzes extracted frames to generate a subset. It is trained on SumMe dataset
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[78], and it generates the 19-second summary for every corresponding video with the default
configuration.

• FB-SUM. This is the Frame-Based SUMmarization (FB-SUM) baseline method that analyzes
every frame of the corresponding video during the process. Initially, the video frames are
extracted using FFmpeg [48] for each video. The rest of the summation process follows the
same steps as the proposed LTC-SUM method.

As highlighted before, there is a redundancy in frames while processing entire video; thus,
processing all frames of a video is not computationally efficient as it increases the processing time
and wastes a significant portion of the limited computational resources. To validate the effectiveness,
the computation time of the baseline approaches are compared with the proposed LTC-SUM approach
in the following experiments.

6.5 Experiments

In this section, an extensive experimental evaluation of the proposed approach is presented. First,
the accuracy of the proposed action recognition 2D CNN model is presented and compared with
those of other well-known approaches. Finally, the performance of the proposed LTC-SUM method is
compared with baseline video summarization methods along with discussion.

6.5.1 Action Recognition Model

In this subsection, the accuracy of the proposed action recognition 2D CNN model is evaluated
using UCF101 [57], a benchmark action recognition dataset. To the best of our knowledge, the best
thumbnail-based approach is proposed in [12]. We compare our results compared with those of
[12]. The proposed model reports the highest validation accuracy of 77.81% in 36 epochs within
55.74 million flops. The proposed method achieves an increase of 4.06% in the validation accuracy,
increasing from 73.75% [12] to 77.81%, and the training accuracy increases from 91.41% [12] to
96.06%. The researchers [12] used InceptionV3, which has 24M parameters; however, EfficientNet-B0
is used as the backbone network in the proposed LTC-SUM method, which has 6.9M parameters. The
comparisons with other methods are summarized in Table 6.1.

6.5.2 Quantitative Evaluation

This subsection compares the performance of the proposed LTC-SUM video summarization method
with the baseline schemes. The performance evaluation experiments used ten different events to
analyze the proposed LTC-SUM and baseline approaches. The list of events is described in Section
6.3. All the detected thumbnails for proposed LTC-SUM method and frames for FB-SUM baseline
method are included in the summarization process for which the detection accuracy is higher than
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Table 6.1 Comparison of average recognition score of the action recognition proposed method with
other methods.

Methods UCF101
Karpathy, Andrej, et al. 2014. [60] 65.4%
Murthy, OV Ramana, et al. 2015 [59] 72.8%
Liu, An-An, et al. 2016 [79] 76.3%
Shu, Yu, et al. 2018 [72] 76.07%
Mujtaba, et al. 2020 [12] 73.75%
Mujtaba, et al. 2021 [80] 76.25%
Proposed 77.81%

95% for Western, 65% for action, and 80% for cricket sports, 90% for soccer sports videos2. The
threshold of each video genre is selected to maintain the length of summaries. Meanwhile, the default
parameters are used for rest of baseline methods.

The computation time required (minutes) to generate a video summary using the baseline and
the proposed approaches are compared in the first experiment, where all approaches are configured
on the HCR device (refer to Table 3.1 for detailed specifications of the device). The steps involved
in calculating the computation time are i) frame extraction from the video (FB-SUM baseline)
and T hums extraction from T hmCons (proposed); ii) event(s) recognition using the lightweight
trained 2D CNN model from frames (FB-SUM baseline) and T hums (proposed), iii) determining and
downloading Seg, iv) and finally, aggregate Seg into a single continuous video stream. Meanwhile,
default configurations and steps are used for HECATE [5], DR-DSN [7], VASNet [9], and AC-
SUM- GAN [10] baseline approaches to generate summaries. Compared with the number of frames,
the number of lightweight thumbnail images is significantly smaller (Table 6.5). Thus, the overall
computation time of the proposed LTC-SUM method is significantly low compared with that of the
FB-SUM baseline approach.Table 6.2 shows the computation time in minutes required to generate a
summary using baseline methods, on the HCR device. Extracting frames from the video and using all
the extracted frames to generate a summary are the key factors in increasing the overall computation
time while using the baseline methods.

Since this study focuses on generating summaries at the client end, in the next experiment, the
proposed LTC-SUM method is configured on the LCR device (i.e., Nvidia Jetson TX2). Table 6.2
lists the computation time required in minutes to generate a summary using the FB-SUM baseline and
proposed LTC-SUM methods on the HCR and LCR devices.

Table 6.3 depicts the duration of summary generated according to detected frames/thumbnails for
the corresponding video using FB-SUM and LTC-SUM methods on the LCR device. From Table 6.2
it can be observed that enormous computation time is needed to process every frame of the video. In
addition, it can be also observed from Table 6.2 that even when the proposed technique is implemented

2The threshold value directly impacts the duration of the generated summary. If a low threshold is selected, then a
lengthy summary will be generated.
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Table 6.2 The total computation time required to generate the summary using baseline and proposed
LTC-SUM approaches on HCR and LCR devices.

S/N
HECATE

[5]
DR-DSN

[7]
VASNet

[9]
AC-SUM-
GAN [10]

FB-SUM Proposed LTC-SUM

HCR LCR HCR
1 20.85 4.92 5.09 4.81 70.41 7.64 1.98
2 22.02 5.15 4.77 4.87 67.23 8.16 1.91
3 28.51 4.10 4.31 4.43 60.91 5.56 1.98
4 21.05 5.13 5.32 4.74 63.67 8.25 2.10
5 54.41 8.58 8.36 8.69 132.32 14.64 3.58
6 28.56 6.32 6.18 5.92 80.60 10.03 2.43
7 51.91 7.32 7.03 7.04 102.16 12.07 3.02
8 85.23 9.53 9.93 9.52 123.29 15.87 4.22
9 53.49 7.74 7.91 7.98 118.60 12.23 2.93
10 32.03 5.51 5.57 5.64 82.65 9.85 2.36
11 25.50 5.24 4.91 4.86 73.14 6.49 2.23
12 28.29 6.01 5.88 6.16 131.83 9.87 2.31
13 18.71 5.21 4.75 4.64 65.36 7.90 1.95
14 31.33 5.23 5.23 4.98 77.21 6.78 2.27
15 17.20 5.57 5.09 4.97 73.45 9.08 2.32
16 23.11 4.78 4.77 4.81 60.82 7.93 2.06
17 29.00 5.39 5.29 5.20 78.08 6.67 2.25
18 24.59 5.55 5.57 5.08 74.36 7.64 1.91

on the LCR device, the computation time is still significantly low compared with the FB-SUM and
HECATE [5] baseline approaches implemented on the HCR device.

Considering that the combined duration of all videos was 1,974 min, HECATE [5], DR-DSN [7],
VASNet [9], AC-SUM-GAN [10], and FB-SUM baseline approaches took 595.789 min, 107.28 min,
105.96 min, 104.34 min and 1536.09 min using computational resources of HCR device to generate
the 18 summaries for each video as shown in Table 6.2, respectively. Meanwhile, the proposed
approach on HCR took 43.82 min to generate the 18 summaries for each video. Thus, based on the
analysis of these 18 videos, computationally, on average, the proposed approach was 13.59 HECATE
[5], 2.45 DR-DSN [7], 2.42 VASNet [9], 2.38 AC-SUM-GAN [10] times faster than all baseline
approaches on HCR device. The computational resources of LCR device are very low compared to
HCR device, even the proposed method is 3.57 HECATE [5], and 9.2 FB-SUM method faster than
baseline approaches on LCR device. In conclusion, these results show that the proposed method is
extremely computationally efficient even on the LCR device.

Note that the proposed approach is also efficient in terms of communication and storage compared
with the baseline approaches. As in the baseline approaches, the complete video needs to be down-
loaded and stored while, in the case of the proposed approach, only the T hmCons are downloaded
and stored. Thus, compared with the complete video, the download time and storage requirement
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Table 6.3 Duration of generated video summaries in the second experiment for proposed thumbnail-
based method.

S/N
# Detected frames/T hum # Segs Requested Summary Duration

FB-SUM LTC-SUM FB-SUM LTC-SUM FB-SUM LTC-SUM
1 4157 67 105 34 18m30s 5m51s
2 2522 22 85 15 15m37s 2m34s
3 1248 37 96 25 17m34s 4m12s
4 4940 106 107 51 18m11s 8m55s
5 4108 62 103 30 18m14s 4m36s
6 810 15 45 13 7m22s 1m58s
7 3278 110 129 54 22m39s 9m49s
8 1518 48 100 24 16m55s 4m37s
9 2197 45 99 16 16m56s 2m52s
10 1600 52 89 29 15m14s 4m48s
11 5487 120 204 72 34m36s 13m1s
12 7317 150 131 66 22m40s 11m41s
13 841 35 78 20 13m 3m17s
14 984 32 106 23 19m1s 4m2s
15 2858 130 75 43 13m12s 7m25s
16 1156 41 63 25 10m50s 4m29s
17 1986 80 103 47 18m40s 8m15s
18 5814 226 112 83 19m58s 13m54s

for T hmCons are significantly less. For example, the size of the movie 89 (2017) is approximately
612 MB, while the size of the T hmCons of the corresponding movie is just approximately 14 MB. In
addition, DR-DSN [7], VASNet [9], AC-SUM-GAN [10], and FB-SUM baseline approaches need to
store original video along with extracted frames during the summarization process. By comparing
number of thumbnails with number of frames in the a video, the quantity of frames is very large. Thus,
the proposed LTC-SUM method is extremely efficient during the summarization process in terms of
communication and storage.

From Tables 6.2-6.3, it can be concluded that the proposed approach is better than the baseline
approaches in terms of low computational complexity and computation time. This superiority in exists
even when the proposed approach is configured on a significantly lower computational resources
device (Nvidia Jetson TX2). Interestingly, the duration of the summaries generated using the proposed
approach was much smaller than the FB-SUM baseline approach (refer to Table 6.2). It is intuitive to
ask what the impact of the significant reduction in computational time and the small duration of video
summaries on the quality is. In the following, the results of a comprehensive qualitative survey are
presented to answer this question.
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6.5.3 Qualitative Evaluation

This section presents the evaluation of the quality of the summaries generated using the proposed
method by comparing it with the summaries generated using the FB-SUM baseline approach. Since
this paper has focused primarily on personalized summaries, so only the FB-SUM baseline approach
is evaluated. The evaluation is based on a survey conducted with the help of 56 participants; 44
males and 12 females, and the age range was 15–35 years, (i.e., most respondents are young). The
participants are from nine different geographical locations and covered a wide range of professions;
however, most respondents’ are researchers and faculty.

The survey is based on 18 movies (refer to Table 6.5), depending on the genre of the video, a
list of options of event(s) was defined. The participants could choose to generate a personalized
summary. The selected options of event(s) from the UCF101 dataset for Western genre videos are
(i) horse-riding, horse-racing; (ii) archery, punch; and (iii) horse-riding, horse-racing, archery, and
punch. For action genre videos: (i) archery, punch; (ii) tai-chi, nunchuck; and (iii) tai-chi, nunchuck,
archery, and punch. The sports genre videos are divided into two categories (soccer and cricket). The
selected options of event(s) for soccer genre videos are (i) soccer-juggling; (ii) soccer-penalty; and
(iii) soccer-juggling and soccer-penalty. For cricket genre videos: (i) cricket-bowling; (ii) cricket-shot;
and (iii) cricket-bowling and cricket-shot3.

Each participant selected one of the movie titles and the corresponding option of event(s) from
the list. For each movie title and the preferred option of event(s), two summaries are generated using
the proposed LTC-SUM and FB-SUM baseline techniques. The performance of the generated video
summaries was objectively evaluated using the exact rating scale. The participants are asked to is the
summary, which is considered better according to the three evaluation criteria: information coverage,
visual pleasure, and general satisfaction. We create an anonymization questionnaire for the generated
summaries so that the users could not determine which method (i.e., LTC-SUM or FB-SUM) is used.

3Note that the proposed technique is not limited to the above-mentioned list of preference options for each video. For
simplicity, we have adopted the event from the UCF101 dataset and defined a list of preference options for each video.
Proposing a sophisticated method that can generate a list of preference options is beyond the scope of this study.

Table 6.4 Average rating (1∼10) of the baseline and proposed approaches.

Questions Baseline Proposed
Q1: Did the generated summary give related actions (events)
according to your preferences?

7.14 7.59

Q2: Rate generated summary. 7.16 7.52
Q3: Is the length appropriate for the generated summary? 6.45 7.39
Q4: Compare to both generated summaries which one is good rate,
please.

6.89 7.32

Q5: Correlations (similarities) of the generated summaries. 6.89
Q6: Would you like to watch the movie after watching the
generated summary?

7.09 7.14
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Fig. 6.6 Illustration of frame samples obtained from generated video summaries.

They were requested to watch both summaries and answer questions by ranking the results on a scale
of 1–10 (1 being the worst and 10 being the best). Table 6.4 lists the questions and the average rating
given by the participant for each question for both approaches.

Despite the fact that the summary generated using the proposed approach is short and required
less computation time as the entire analysis is based only on thumbnails, the qualitative evaluation
suggests that the proposed approach is almost the same (better in some aspects) compared with
the FB-SUM baseline approach. From the results of Q1–Q2, we can say that the proposed method
does not lose the personalized aspects in terms of the preferred events compared with the FB-SUM
baseline. It can be observed from Q3–Q4 that the length of the summary is crucial, as most users
prefer short summaries, thus leading to significantly higher average ratings for the proposed approach.
In Q5, we specifically asked about the similarities among the summaries of both approaches, and the
obtained results suggest that participants observed significant similarities as the average rating is 6.89.
Based on this qualitative evaluation, it can be concluded that the proposed approach performs well
and receives higher average ratings compared with the FB-SUM baseline without losing significant
important information (e.g., preferred events). Figure 6.6 depicts sample frames obtained from the
video summary generated using the proposed LTC-SUM method.

6.6 Discussion

This Chapter presents a unique thumbnail-based video summarization framework that requires the
client device computational resources for the entire process. It processes lightweight thumbnail
containers to generate a subset of the corresponding video, which improves computational efficiency
and reduces the demand for various resources. This capability can be significantly useful for resource-
contained and LCR devices. Extensive experiments on eighteen videos showe that the proposed
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method is 35 times more computationally efficient than the baseline for the same HCR device
configuration. Meanwhile, it is 9.2 times more computationally efficient on Nvidia Jetson TX2, which
has considerably fewer computational resources, than the baseline on the HCR device. Qualitative
results demonstrate that the proposed approach outperforms the baseline approach, and it has also
received higher average ratings without losing significant important information. In the future, we
intend to integrate the proposed method into other streaming protocols. Memory networks such as
LSTM can be used to extend the proposed in the future.
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CHAPTER 7
DISCUSSION AND CONCLUSION

This dissertation addresses three main challenges in personalized media generation. The first is to
reduce computational complexity and processing time during the multimedia content generation
process. The second is to use the minimum computational resources of the user-end device appro-
priately in the process. Third, it alleviates privacy issues while designing client-driven solutions,
such as generating personalized media concurrently for each user according to their preferences.
This dissertation proposes three novel client-driven multimedia generation methods to solve these
challenges. This Chapter summarizes all three methods with overall conclusions and discusses further
research opportunities.

7.1 Discussions

This section presents the overall discussion and contributions of this dissertation. This dissertation
have proposed three different client-driven personalized multimedia generation frameworks. The
details are described in the subsequent sections.

7.1.1 Personalized Movie Trailer Discussion

A new lightweight way to facilitate the trailer generation process is presented in Chapter 4. Instead
of the entire video data, it analyzes a lightweight thumbnail container to detect personalized events.
This makes the overall trailer generation process computationally and communicationally efficient.
Quantitative and qualitative evaluations are conducted on 25 broadcast movies to find the effectiveness
of the proposed method. The evaluation results show that the proposed method requires less processing
time compared to the baseline approach and has received higher ratings than official trailers. The
official trailers for the two movies in the dataset cannot be identified, so it is presumed official public
trailers are unavailable online. In this case, the proposed method can assist in the trailer generation
process. This study focus on the western and sports genres of the trailer generation process. However,
it can be easily adapted to other genres along with the privacy-preserving solution. The proposed
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client-driven approach is responsive, scalable, and supports a wide range of end-user hardware devices
with a variety of computing capabilities.

7.1.2 Personalized GIF Generation Discussion

An innovative lightweight GIF generation technique for full soccer videos is presented in Chapter 5.
It analyzes thumbnail containers of the corresponding video to obtain events such as penalty shootout.
Instead of full-length video, it uses small video segments to generate animated GIFs. This improves
computational efficiency and reduces the demand for communication and storage resources. Extensive
experimental results obtained based on a set of six videos show that the proposed approach is 2.33
and 3.57 times faster than the current state-of-the-art method on HCR and LCR devices, respectively.
Qualitative results indicate that the proposed method outperformed the existing methods and received
a higher overall rating. The proposed approach can be extended by adapting to other sports categories
by considering different events and datasets.

7.1.3 Personalized Video Summarization Discussion

The keyshot video summarization method is presented in Chapter 6. It processes lightweight thumbnail
containers to generate a subset of the corresponding video, which improves computation efficiency
and reduces the demand for various resources. This capability can be significantly useful for resource-
contained and LCR devices. Extensive experiments on eighteen videos show that the proposed method
is 35 times more computationally efficient than the baseline for the same HCR device configuration.
On the other hand, the Nvidia Jetson TX2, which has significantly fewer computational resources,
is 9.2 times more computationally efficient than the baseline for HCR devices. Qualitative results
indicate that the proposed approach is superior to the baseline approach and have received a higher
average rating without losing important information. In the future, we intend to extend our method by
integrating other streaming protocols such as DASH along with Memory networks such as LSTM.

7.2 Conclusion and Future Insight

This dissertation has proposed a lightweight client-driven personalized multimedia generation frame-
work for streaming platforms while reducing computational and privacy bottlenecks. Computational
resources of end-user devices are used to simultaneously generate diverse personalized multimedia
content for concurrent users. It handles the complex process of detecting personalized events (such
as penalty shoot-outs of soccer videos) from lightweight thumbnails. Analyzing the lightweight
thumbnail containers instead of the entire video data has significantly reduced the overall compu-
tational complexity. The proposed framework is also efficient in terms of communication (between
server and client) and storage requirements because the entire video does not have to be transmitted
over the network and stored locally. The framework is designed to manage a wide range of end-
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user resource-constrained hardware platforms with heterogeneous computing, networks, and storage
capabilities.

Three different client-driven techniques are designed for streaming platforms to validate the
proposed framework. The first proposed method is designed to facilitate and expedite personalized
trailers generation in the film-making process. The second proposed method is designed to generate
personalized animated GIFs for full-length sports videos. Finally, the third proposed method is
designed to produce personalized keyshot-based video summaries for different video categories such
as documentaries, movies, and sports matches. Extensive quantitative experiments showed that the
proposed frameworks are significant computationally efficient than the SoA methods on similar
client device specifications. To the best of our knowledge, all three proposed frameworks are the
first-ever client-driven approaches for streaming platforms that analyzes thumbnail containers to
create personalized multimedia content such as a trailer, animated GIF, and video summary.

During the generation of multimedia content using the proposed thumbnail-based method, it is
observed that some images (frames) in the generated media (GIFs, summaries, and trailers) segments
are irrelevant according to selected events. The video player needs to decode the entire video segment
even if it contains some related images. As a result, segment decoding and encoding require enormous
computational resources. This issue can be resolved in the proposed method using entry points and
exit points (timestamps) to retrieve only the relevant images within the segment. The decoder can
decode all the video frames in the segment for in-image decoding but displays the video frames
according to the entry and exit point information. Extensive video processing will not be required by
adapting to the timestamp information on the decoder side.

ATSC 3.0 sets the standard for new media services that include new technologies such as run-time
environments, broadcaster applications, and companion screens. Application-based services are one
of ATSC 3.0’s main service categories, enabling them to offer many useful features beyond linear
broadcast services. Based on these application-based extensions, over-the-top (OTT) services can
be designed that provide a variety of interactive personalized services. In the real-world scenario,
generating and managing personalized media with a time machine in a set-top box is an extraordinary
challenge to investigate.

In real-time application scenarios, the proposed method can be adapted to generate personalized
multimedia on the smartphone or the set-top box. For example: if the smartphone is in fully charged
mode, it uses the device’s computing resources from a specific date to analyze your photos/videos
and generate the ‘memories’ video summary. Personalized media can be generated similarly using
the proposed method on the smartphone. Additionally, it is compelling to focus on designing an
innovative framework that can generate multimedia content using recommendation algorithms on
end-user devices. The client-based personalized multimedia generation technology is in the early
stage new methods for different scenarios are open for academic research to investigate.
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